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ABSTRACT:  This dissertation reports the development of digital computer 
techniques for detecting changes in scenes by normalizing and 
comparing pictures which were taken from different camera 
positions and under different conditions of illumination.  The 
pictures are first geometrically normalized to a common point 
of view.  Then they are photometrically normalized to eliminate 
the differences due to different illumination, camera character- 
istics, and reflectance properties of the scene due to different 
sun and view angles.  These pictures are then geometrically 
registered by maximizing the cross correlation between areas in 
them.  The final normalized and registered pictures are then 
differenced point by point. 

The geometric normalization techniques require relatively 
accurate geometric models for the camera and the scene, and 
static spatial features must be present in the pictures to allow 
precise geometric alignment using the technique of cross correla- 
tion maximation. 

Photometric normalization also requires a relatively accurate 
model for the photometric response of the camera, a reflective 
model for the scene I reflectance as a function of the illumina- 
tion view, and phase angles] and some assumptions about the 
kinds of reflectance changes which are to be detected. 
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These techniques have been incorporated in a system for 
comparing Mariner I97I pictures of Mars to detect variable 
surface phenomena as well as color and polarization differ- 
ences.  The system has been tested using Mariner 6 and 7 
pictures of Mars. 

Although the techniques described in this dissertation were 
developed for Mars pictures, their use is not limited to 
this application. Various parts of this software package, 
which was developed for interactive use on the time-sharing 
system of the Stanford Artificial Intelligence Laboratory, 
are currently being applied to other scenery. 
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CHAPTER I 

INTRODUCTION 

Tht general olcture comparison eroblem Is to 

oeorretr lea I U and ohotometr I ca I ! y nor-nallze and register 

Images so that true cij f f wrtnots |n the scene can be 

determlpedi rathep than differences In conditions of 

vlevJngi and to analyze these differences, 

The geometric analysis of photographs belongs to the 

science of analytical ohotogrammetry (Doyle C1966J), which 

generally deals with the tr langulat|on of aerial photographs 

to generate topographic maps, Most results in th|s flejd, 

however, are approximations which solve suitably linearized 

versions of the equations, Even neglecting this deficiency, 

these techniques are of little use except when extremely 

accurate models exist for the camera. 

Military aerlaj reconnaIsance probably represents the 

major current application of olcture comparison technology, 

Most of the known techniques |n this field rejy on manually 

operated! analog Image correlators, and various other analog 

. 



htrdwar«. Thtrt |s llttlt In tht literature to describe 

what digital computer teohnlqutSi If any» have been 

developed fop this ourpote, 

The system described In this dissertation Is the only 

system known to solve the problems of Image normal IxatIon 

and rsg|strat|on, 

I,A THE MARINER 197i MARS MISSION CID 

The primary objectlvee of the Mariner Mars 1971 Project 

are the observation and mapping o? Mars by two orbiting 

spacacraft beginning In Novombar of 1971 anj continuing for 

at least 90 days (JPL C19703), 

An orblter has the advantags over flyby missions»  such 

C13 Mariner 8 was launohad front Cape Kennedy on May 8» 1971, 

and failed to make Earth orbit, Therafore» the nominal 

Mariner '71 mission plans must be changed. It Is not known 

at this time whether the Variable Features Mission» which 's 

the purpose of th|s researeh» will ba attempted, Since most 

of this dissertation was written bafore May 8» many of the 

verb tenses referring to the Mariner '71 Mission should be 

ehanged to reflect the currant situation. 



«s  th«  Marln«r  Mars  1964 and  1969       mlssloni,   that 

ebsarvatlong  from orbit oan b« mada over an axtandad paplod 

of tlma» thus oartDlttlng tha study of     tamporaj  ehangat  on 

tha Martian surfte«, 

Tha Maplnap IV, vii and VII missions could make only 

llmltad observations of tha surface of Mars because they 

were In the elanet's vicinity for a very short time, To 

accumulate more extensive data It Is necessary to orbit Mars 

as planned In the Mariner '71 Mlssloni or orbjt and land as 

planned |n the 1975 V|k|ng mlssloni 

Tha two Identical Mariner '71 spacecraft will perform 

separata missions designated as missions A and b, Mission A 

Is primarily devoted to routine mapping« attempting to view 

a laroe portion of the surface of Mars w|th the highest 

oossIbIe reso I utI on, 

Mission B is primarily devoted to studying time 

variable features of the Martian atmosphere and surface, it 

will utilize an orbit which w|l| give repeated coverage of 

several different surface areas under essentially constant 

Illumination angle* view angie» and spacecraft altitude 

(Sagen C19693), with such an orbit, jt Is possible to study 

thes« areas of the surface to detect changes during the 

90-oay mission, 



Tht typtt of ch»no»t which art «xptottd are «Ithtr 

tr«n«l«nt or dlurntlly or ••asonally raourrtnt, Tranaltnt 

ohtnomana that hav« bean obsarvad on Mars Inoluda clouds. 

hazaai and bright spots, Whita clouds have baen Man of til 

slzas end shepas, from terminator haze lasting a few hours 

to dense» 1200-ml|« giants lasting days or weeks, Yellow 

clouds vary from small» dense* orange or yellow objects 

lasting from one to a few days» to objects which start large 

and grow larger until they become a yellow veil covering 

most of Mars and lasting a month or more, These yellow 

clouds are almost universally aeoepted as being dust clouds, 

The Meriner '71 television observations will yield data on 

atmospheric circulation by following cloud movement, 

The most obvious seasonal changes on the Martian 

surface Involve the polar caps and the wave of darkening. 

The surfece also exhibits seasonal changes In color and evon 

changes |n the size» shape» and internal appearance of the 

various dark areas on the planet. 

The polar caps are believed to be deposits of solid 

carbon dioxide condensing during the fall and winter In each 

hemisphere and then subliming during the spring and summer, 

From many biological oolnts of view» the receding polar cap 

is a local« of great Interest» and will be observed during 

the Mariner '71 mission. 



Th* wavt of darksnlng Is Probably Mars' grastest enigma 

and Is the most dynamic avsnt on the ojanet, It has bean 

described as a progressive decline In the reflectivity of 

the dark surface areas (and Increase In contrast with 

surrounding bright areas) starting |n local springtime f;om 

the edge of the vaporizing polar caoi and moving toward and 

across the equator, Whether the darkening actually occurs 

as a "wave" from t^e po|e has been argued, This darkening 

might also be accompanied by cojor and polarization changes, 

According to the biological explanation for these seasonal 

changes, Martian organisms Inhabit the dark regional and 

their springtime growth In response to the Increased 

temperatures and humidities Is the cause of the darkening 

events. Several alternative non-b|o|ogIcaI hypotheses have 

been proposedi Including one |n whlpb seasonal changes In 

wlno Patterns (due either to meridional circulation or 

dust-devl|s) redistribute the particle sizes In the bright 

and dark areas and produce the albedo changes, 

In selecting scientific objectives for the Mariner '71 

Mission« the study of the wave of darkening was singled out 

for special cons IderatIoni since during the 1970 to 1990 

decade, the wave of darkening In the southern hemisphere can 

on|y Pe observed |n 1971, The southern hemisphere contains 

most of the permanently dark regions and Is considered the 

more  Interesting  hemisphere  In  wh|ch   to   study   this 



ohtnomsnorii 

Th« two tpaoacraft »r« Idtntlcul and contain a variety 

of fdontlflc Instpumants Including two tajavialon camtpas, 

an ultravlojat spaetromattri an Infrarad jntarfaromatar, tnd 

an Infrarad radlomattr, In ttrmi of voluma of data 

eollaetad» tha ta|«vlslon axparlmant data will outwalgh t|| 

other data by several orders of magnitude, 

The two television cameras are designated as cameras A 

and u. Tha A camera has a focal length of 50 mm, giving It 

an 11 by 14 degree angular field of vjew, The ö camera has 

a focal length of 500 mm giving It a 1,1 by 1,4 degree field 

of view and hence 10 times the rssolutlon, Camera A has a 

collection of 8 color and polarization filters which can be 

arbitrarily saleotad. The B camera has a single fixed 

(minus blue) color filter, Tha wave of darkening and other 

variable surface features will be studied primarily using A 

oamera pictures which are taken before perlapsls whan the 

sun and spacecraft vectors are nearly vertical to the 

surface In tha area being photographadi thus minimizing 

uncertainties due to light scattering, Most of these 

pictures w||| be taken under an orange color filter which, 

en the basis of ground observations, should make It easiest 

to detect changes In albedo. 

The television cameras are  vldlcons,  which  are 



0mm 

shutttrid at spttds rarglno from 6 te 192 in| I | I stconds, Ths 

Imaa» on tha vldlcon target la dloltlzad In 42 aaconds |n a 

format of 9 bit» oar polnti 832 points par llnai and 770 

Unas par frama, OloItUad sampias are storad on a digital 

magnatlc taoa racorder which oan nold approxImata|y 36 

Plcturaa until It Is posalbla to transmit tha pictures to 

Earth, 

tach spacecraft has a radio raoalvar which Is used to 

control such things as propulsion» scan platform slewing, 

color filter selection» camera shuttering, and tape recorder 

playback (and transmission). Each apaceoraft also contains 

a 10 or 20 watt 2300 MHz radio transmitter whjch during most 

of the mission w||| be able to transmit experiment and 

spacecraft data to the 210 foot Goldstone antanna at a 16 

kbps (klio-blts oar second) rate. At this rate» each 

oloture requires about 5 minutes transmission time, A dally 

tape recorder load conslsta of about 36 picture», which will 

reaulre a transmission time of 3 hour», This Is about the 

longest period of continuous communication between the 

spacecraft and Coldstone which can be guaranteed on every 

orbit,  (Briggs C1971]), 

To maximize the scientific return from the Mariner '71 

mission. It Is necessary to control the picture taking 

sequence to concentrate surface coverage In those surface 

areas  which  show  the greatest variability.  Th|s requires 

-i^ 



that ploturts rtcelv«d »t Earth be analyzad as quickly and 

••niltlvtly as oosslblc to dattet dlffapanqes from orevlous 

elcturas of th« aan-f araa, This dlaaartatlon Is tna rasult 

of pasaaroh In the davaIooment of digital computar 

taohnlauas to oarform »uoh analysis on pictures from the 

MarInar '71 mission, 

1,9 A SOLUTION TO THE MARS PICTURE COMPARISON PROBLEM 

In response to the needs of the Mariner '71 Variable 

reaturas Team, Image processing *echn|aues have been 

developed by the author at the Stanford University 

Artificial Intelligence Project, utilizing a. POP-10 

Interactive t|me-shar|ng computer system, These technloues 

have been Integrated Into a system which compares pairs of 

Images taken at different times, from different spacecraft 

positions, and perhaps even different spacecraft. 

Figure 1-1 shows the structure of the system, In this 

figure, the rectangular blocks Indicate programs which 

Implement the technloues desclbad In this paper, Where 

appropriate, the block contains the chapter or section 

number where the technique Is described. Oval blocks 

Indicate data (usually pictures). 

CEOMtTRIC NORMALIHATIONJ S|nee the Images are different 

oerspectlve  views of a spheroid» with no surface elevations 

ö 
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• tsuffltdi t g§om«trlc normt I Iztt|on 13 rtaulrad to rtlttj 

oomtron surfte« Polntsi In Btrtloultr» ttoh Imtot Is 

trtntformtd to the samt orthoflrtphjc projtctlon of th« 

sphtrolai If thtrt war« no trrors In our knowltdgt of tht 

sotctcraft position and or|anttt|on» and no Btometrlc 

distortions |n th« optjotl tnd «Itetronlo systtms of tht TV 

otmtrt» tnd If our object wtr« t ptrftct sphtroldi then the 

two normalized images should bt In exact geom«tr1c 

correspondence, Chapter II describes geom«trlc 

normt IIzttlon In dttti I . 

GEOMETRIC REGISTRATION! UnfortuntteIy, many sources of 

geometric errors exlsti with spacecraft orientation 

contributing the largest error« In order to remove these 

geometric alignment errorsi It Is necessary to align 

geometrically corresponding artts (ftaturti) In the two 

Images, A technique was developed which displaces one Image 

relative to the other, searching for a (dx, dy) translation 

vector which maximizes the cross correlation of the Images 

over a specified area, Maximum cross correlation occurs 

when the Images art properly registered In that tree, 

If we know the (dxi dy> translation neoessary to 

properly register every Point In the geometrically 

normalized Images, then we oan analyze the Images point by 

oolnt for differences, 

10 



Th« «ssumptlon Is mftd« that the mlSP«OIstratI on vector 

as a eofunctlon o' position In the Image» Is a smooth 

continuous functlonf which can be modeled by low order 

oolynomials |n two variables, This assumption Is raallitlc 

If the rrodel of the object Is accurate U.ec surfac«? 

elevations ape small or v|ew ana|es are similar) and If 

optical and electronic distortions are smooth and 

eontInuousi 

In practice, when we oerform a least squares f|t of |ow 

order polynomials In two variables to a set of optimal 

translation vectors on normalized Mariner 6 and 7 Images, we 

get very small residual errors, In particular, when fitting 

1st order polynomials (whloh have 3 degrees of freedom) to 

from 10 to 100 data points, we usually get residual 

alignment errors of less than one oloture un|t (Pixel) 

standard deviation, This, at least empirically, Indicates 

that the predominant sources of error causa a smooth and 

continuous misalignment between the two Images, For Mariner 

6 and 7, the known geometric errors are primarily |n 

spacecraft (camera) orientation, which would cause primarily 

a translatlonal, and to a lesser degree, rotational 

mlsallonment between two Images, and therefore ist order 

oolynomials |n two variables are a good approximation, 

Having an accurate model for the  misalignment between 

the  two   Images,  we  can  recalculate  the  orthographic 

11 
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Drojtctlon for on« of th« Imagis, t«k|ng  into account  the 

mlttlisnmtnt model,  The resulting Images will be registered 

to the accuracy of the mlsrsglstratIon mod«!. Chapter  III 

dascrlbes geometric registration hi detail, 

PHOTOMETRIC NORMALIEATIONl S|not the Images  .re  taken 

under  different Illumination and v|ew anp.es, a photometric 

oorrsctlon Is reoulrsd to  relate  light  Intensity  levels 

recslved at the camera to albedo on the surface,  if tnere 

were no errors In our  Knowledge of  the  light  scattering 

function at each  location on the Djansti and no errors In 

the Photomatrlc reeoonse of the vldlcon, then, in theory, Wo 

should be able  tc precisely determine the albedo at each 

point In the Images and perform albedo comparisons to detect 

variable  features.   Chapter  IV  describes photometric 

norme I Izatlon In detajI, 

PHOTOMETRIC REGISTRATION! Detecting variable features 

neceasltstes a high degree of photometric accuracy» since 

soms of the variations anticipated are relatively small (5% 

or less) albedo changes over rather large areas of the 

planet, These albedo changes may Increase the contrast 

between two arsas, or may only change the average absolute 

light level In both areas, If the errors and/or noise In 

the calibration of the camera system are larger than the 

albedo changes to be deteotedi then we must Improve the 

calibration using Information In the Images. 

12 



Tht known r«p««tab|» souroti of photomotrlo errors are 

tueh thlnos as vldloon «hadlno (non-unlform rasoonsa) and 

rasldual Imagas. both of wh|oh oan ba handlad In a 

systtmatlc mannar C13, Tha primary sourcas of arror whloh 

cannot ba pradlotod ar» an absolut« gajn srrori and an 

absoluta offsat error rasambjlng scattered Mflht, These 

•rrorsi which may b« caused e|tber by errors In camera 

calibration, or by errors In the l|ght scattarlng modej for 

the surface, give a system output Y as a function of light 

Input X asi Y • ax ♦ b, 

Using this mods! for tha photometric misregistration 

function, we can choose areas In the two Images which are 

assurred to be photometrically equivalent and solve for a 

combined gain and offset error which will minimize the 

difference between the areas using conventional least 

squares  techniques.   Chapter  V  describes photometric 

C13 JPL has processed the Mariner '69 Images to reduce these 

errors, Non-unlform vldlccn response Is corrected from 

extensive calibration tables for the vldloon, Residual 

Images are the contributions of previous Images to tHe 

vldlccn output for a given Image (l.e, the vldloon surface 

has a memory). Residual Images are partially removed using 

calibration tables and previous Images, 
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registration In dttal I, 

DIFFERENCE ANALYSIS! One» two Images are both 

fleoiretr loal jy and ohototnatr I ca I |y aligned, the analysis of 

differences between the Imaje-i can begin, Certain classes 

of known differences are expected, These Include albedo 

differences due to errors In the photometric model of the 

planeti variations of *he ohotometrlc function from place to 

olace on th« planet, and errors due to the effects of slopes 

(sucii «s crater rims) on the photometric function, 

Given Images which were teken w|th approximately the 

same I I Ium|natjom view and phase anglesi the above sources 

of error should be minimised, The Mariner '71 Mission B 

Images near per|aps|s are Intended to satisfy the above 

reauIrements» and hence these sources of error (except for 

regional variation of the Photometric function) can be 

largely Ignore'1. 

The remaining albedo differences can be attributed to 

temporal variations of the photometric function due to such 

ohenomana as clouds, dust storms, etc. 

Analysis of these albedo variations requires that the 

olxel by pixel albedo differences be reduced to area 

differences and other graphical representations, One useful 

forir of area difference display |s a drawing of albedo 

difference contour lines.  If the albedo difference has a 

14 
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wtll dff|ntd outline th«n » dp»w|ng of this outjln« Is 

useful. Another useful display of differences Is a eraph of 

the size of an albedo difference are» versus time ifor a 

fixed difference levej) or a graoh of the magnitude of the 

albedo dlffereno« versus time (for a fixed area). 

Chapter VI  describes  these  difference  analysis 

teohn laues. 

I,C NOTATION 

To facilitate the printing of th|8 dissertation by the 

line Printer at the Artificial Intelligence Project» some 

compromises In mathematical notation were made, In 

particular« superscripts and subscr'pts are not possible» 

and many standard mathematical symbols do not exist, 

Consequently» the scholarly us« of an abundant collection of 

Greek letters other than «» P, and f w|l| not be found 

here. 

2ER0: Zero Is printed with a slash through It: 

zero a 0 

EXPONENTS!  Exponents  are  denoted  by  the  ALGOL  40 

notation.  A to the power N Is written as; 

A»N. 
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INDICES! Indices of vectors and m»tr|ce8 are written In 

the ALGOL 60 notation as: 

AC|,J] , VCk] 

VECTORSi Vecops whloh are formed from a collection  of 

scalar txpresslons are surrounded by oarenthsses: 

(u»v) ,   (x»y»z) 

When It  js necessary  to specify a column vector,  the 

transpose notation Is used' 

Cx»y»z)' 

MATRICESi Matrices which are formed from a  collection 

of  scalars expressions are written using as many lines as 

there are rows In the matrix, Thus, the 3x3 Identity matrix 

would be written: 

10 0 
I«  0 10 

0 0 1 

The transpose of a matrix M is written« 

transpose (M) ■ M' 

The Inverse of matrix M is written» 

Inv(M) 
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CC |,J3  »  sum AC I,k]*BCkiJ] 
XSKSn 
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INNER PRODUCT» Th« lnn«r product of two vectors VI and V2 Is 

wrIttsni 

<V1IV2> 

LXPRESSIONSi  Arlthmttlc ootratlons b«tw««n  scalar«, 

vaotors  and  matrlcas  are danottd  In  conventional 

mathematical notation whenever possible.  Consequentlyi  a 

oartlcular  symboli such as •, can mean different operations 

depending upon the context, 

EUCLIDEAN NORM; The length of  a vector  V  (Euclidean 

norm) Is written« 

IIVII 

INTEGER FUNCTlONi The Integer part of a real numbtr X 

(!•••  the greatest Integer not exceeding X) Is written! 

SUMMATIUNI The sum of an expression over an Index 

variable Is written using two lines» the first containing 

the word "sum" followed by the expression» and the second 

line containing the name and range of the Inde« of summation 

under the word "sum", Using this notation» the product of 

two matrices A and B would be wrlttani 

INTEGRATION! The Integral of an expression  Is written 



•raloflously to a sum,  Tha Intagrtl of function f(x) ovtr 

th« rang« (-lil) ts wrtttani 

ntagral f(x) 
-iSxSl 

I,D VOCABULARY 

Soira of tha words uaad |n tnjs dlssartatlon are 

unoommon, soma ara locallama, and soma ara highly taehnjeaj, 

Tharaforai aoma auch words ara dsflnad« 

albado - Tha ratio of tha raf|aetad light to tha Incldant 

lieht normal to a surfaoa. A white Lambertlan 

surface, normal to tha Incident aunllght» would have 

an albedo of one, 

apoapsla - aoogae - The point In the orbit most distant from 

the planet« 

perlapsla - perigee- The point In the orbit closest to tie 

Planet, 

pixel - Abbreviation for "picture ejement1»! referring to the 

light value at a point in a picture, 

The next four ohaptars deacribe |n detail the 

tachnlouea for normalizing and registering Images, 
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CHAPTER 11 

GEOMETRIC IMAGE NORMAL IiATION BY "DEAD RECKONING" 

Irnig« normalization by "dead reckoning" rafifi to 

tachnlauaa which Qiomatrleal|y and ohotomatrleally raglstar 

Imagas using only otllbratlon Information such as camera 

ooaltlop and orlaptatloni eamora sensitivity, sto, rathsr 

than Information contalnad within tha Imagss thamsaivss, 

Tha Quality of such normalization taohnlouas Is detarmlnsd 

by tha Quality of th« calibration Information, For Marlnsr 

6 and 7, errors In tha calibration rosult In a gaomstrlc 

misregistration of 5 to Id pixels (25 to 50 kilometers on 

the surface). 

' 

PROBLEMi Given two Images taken frpm different 

spacecraft (camera) positions and or I entatlonsi possibly 

from different spacecraft (camaras), geometrically transform 

tha region |n each Image which Is common In the scene (on 

the surface of the planet) so that the two Images can be 

compared pixel by ol xeI, 
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OEFINITIONI An iDtfll !■ ■ r««| function of two v«rj«b|«s 

r(u.v) reorosontlng th« light Inttnsity r*c«lvod at point 

(u»v) on tho Imtgt plant of ton« Imaging davloa (ag, a 

oamara), 

All of tha Imaga scanning aystama of Intaraati howavar, 

art dlicrata aystama which quantize tha light laval at a 

flxad numbap (ug, 512) of Intensity lavals over a fixed 

rectangular array of points (eg,  945 « 702), 

Such discrete Imaging systems, furthermore» encode the 

light level Integrated over an area rather than at a point, 

This Integration can be formalized aal 

Mxiy) « Integral ( f(u»v) • g(x-u»y-v)) 
•"<u,v<+- 

where f Is th» Intensity function at a point and g Is the 

"point apraad" function of the Imaging device Moaenfeld 

C1949],p 44), which Is usually adjusted by cptlca| or 

electronic defocualng to minimize the errors dud to aliasing 

Introduced by discrete sampling, 

In xerma of scene coordlnateai there exist two 

oeoinetric tranaformat|ons Tl and T2 which map coordinates of 

oolnts In the Images II and 12 Into scene coordinates! suoh 

that when <ulivl> and (u2|V2) represent the same point 

(x,yiz) In the scent» the following la true« 
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TKul.vl) 3 U.yiz) ■ T2(u2,v2) (2,1) 

Th« n«xt stctlons dtrlv« trantformttIons Tl tnd T2 

using gtometrle models for tht sotns and camera, 

II.A GEOMETRIC rODELS 

PROJECTIONS OF SCtNESi A proj«ot|on of a tosnt Is some 

gsomstrlo mapping T(x,yfZ) which maps th« eoordlnataa of 

points In th« 3*0 scan« Into coordinates of the 2-D 

projected Image, Some polnte In the scene do not map to the 

projected Image (e,o. points on the opposite side of tn 

objeot being viewed by the eye), 

The most fam|||ar projection Is the perspective 

projsctlon (Fig, 2-le), which maps the point Ps In the 3-D 

scene Into the point PI whloh Is the Intersection of the 

Imags plane and tne straight line through the lens center 0 

and Ps, If therels any ether point Pa on the line between 

0 and Ps, thsr, Ps Is said to be '«occluded" by Pq, Occluded 

points are not mapped to the Image plane. 

Another  useful  projection is  tha orthographic 

projection  (Fig,  2-lb) which maps thi point Pa in the 3-D 

scene Into the point PI such that Ps 's on the line normal 

to the Image plane at P|• 

CAMERA MODEL! The camera can be geometrleal|y modeled 

es a  jans center and an Image plena (Fig,  2-la)i  At each 
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SCENE 

Figure 2-la.     Perspective Projection 
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SCENE 

Figure 2-lb.  Orthographic Projection 
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Figure  2-lc.     Inv«r«e Ptrspective Projection 
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ooint <u»v) on the Imag* plan«, the oamtra records the 

amount of light received from the scene along the ||ne 

through the lent center and point (uiv), Thusi the camera 

Is said to generate a perspective Image of the scene, In 

order to normalize Images taken from different camera 

posltlonsi It Is necessary to determine the scene 

coordinates of points In the perspective Images. 

SCENE MODELS! Theor«t!caIly» general scenes are easy to 

model geometrically» but In practice this can be very 

difficult to accomplish, A very general class of scenes may 

be modeled by assuming that the scene Is made from objects 

whose surfaces are ooaaue and are deecMbed by a function 

H(x,y»i)«0, A scene consisting of a sphere of radius r 

centered at the crljln can thus be modejedi 

H(xiy,z) ■ Kt2 + yt2 ♦ z»2 - r»2 = 0 (2.2) 

The Dienet Mars can be approximated by an oblate spheroid 

with eguatorlal radius Rea*3393,4 Km (equator In the x-y 

Plane* with z«0) and oolar radius Roo|s3375,6 km (poles 

along the z«exls).  with this modeli H becomes! 

H(x,y,z) ■ xt2 ♦ y»2 ♦ (z*Rea/HpoI)»2 - Req»2, (2.^) 

II,B THE INVERSE PERSPECTIVE PROJECTION 

Inverse projections map coordinates of points In Images 

which are projections of scenes» back Into coordinates in 
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tht scene,  Geometric modele for  the scene  and  the 

orojectlon «re required In order to Invert the projection, 

The Inverse perspeotlve Image projection Is the 

projection from two dimensional perspective Image 

eoordlnetes to three dimensional spatial coordinates. This 

orojectlon maps Point (u»v) In the perspective Image pane 

to the closest point (x,y,x} In the 3*0 seen« which Is along 

the line through the lens center and (u,v). Any point along 

that line Is given |n camera relative coordinates (the lens 

center Is the origin« with axee U|V| and w) as a function of 

the depth parameter d es d*(uiv,f>» where f Is the Image 

distance of the camera (Fig.  2-lc), 

To transform camera relative eoordlnates Into scene 

relative coordinates* a linear transformation L Is defined» 

Uuiv.w)) ■ R(u»viw>' ♦ Pc <2,4> 

where» 

1) R le a rotation matrix from camera space orientation to 

scene orientation,  Appendix A derives matrix H from 

geometric calibration data, 

2) Pc  Is the oosltion of the camera relative to the 

origin of tne scene coordinate system. 

Using these definitions, the Inverse perspeotlve 

projection T of point (uiv) Is dsflned In scene coordinates 
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by finding the unknown depth p«r»^«t«r d such that» 

T(u,v) ■ L<d»(u»vif)'> <2.5ft) 

■ R(d»(u,vif>') ♦ Pc (2.5b) 

■ d»R(u»v»f)'   ♦ Pc (2,5c) 

such  that  d>0,   d'mlm   and (2,6   ) 

0  »  H   (   Kuiv)   ) (2.7a) 

«  H   (   d»R(u.vif)'   ♦ Pc )                    (2,7b) 

whert th« prlmad vectors denote oo|umn vector?, Equation 

(2,5) requires that T(UiV) be a perspective view of the 

scene from a cemapa at position Pc wltn orientation defined 

by R and with Ifflaoe distance f, Equation (2,7a) requires 

that T(u»v> be a pojnt In the scene, and (2,6) requires that 

It be the point closest to the camera. 

Using th» abovt definitional the osrspectlva projection 

T» Is the Invarse of T and can be def|ied as follOMs: 

Let the transformation T" be defined« 

T"(x,y,2) » |nv(R)»((x,y,2)'-Pc) (2,8) 

whsre  Inv(R)  Is  th»  Inverse of  matrix R,   Note  the 

fo!lowlngi 

TM{T(uiV)) « T"(R(d»(uiV,f)') ♦ Pc) (2,9a) 

« lnv(R)»(R(d#(uiv.f)') - Pc ♦ Pc)  (2,9b) 

s lnv(R)»(R{d»(u.vif)')) (2.9c) 

a d*<u»v»f)' (2,9d) 

27 

k. 



If 

(u,v,w)' • T"(x»y»i) <2,10«> 

then* th« perspective projection T* It defined eü 

(UiV) 
T'tx.y.x) ■ f  (2,10b> 

w 

Note that wid»f, 

11,C SPECIAL CASES Of   THE INVERSE PERSPECTIVE PROJECTION 

Eouttlone (2,5-2,7) «re In general very difficult to 

eolve because of the oomplexlty of H, This section derives 

their solution for the special oases of spherical and 

aphert'ial scene models, 

SOLUTION FOR A SPHERE» The Inverse perspective 

transformation problem cen be eaally solved for Known camera 

position and orlent«t|on with respect to a sphere, In 

particular! for a sphere of radius r centered at the scene 

orlglni we have for a given point P on the sphere» 

||P|| « r, I.e.  Pxt2*Pyt2*Pl»2 ■ rt2,       (2,11) 

Soi  given the perspective Projeot|on of  P  In  Image 

coordinates (u»v), we Know that» 
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0 « I|T(uiv)||»2 - r»2 (2,12a) 

■ I |R(cl«(UfVif)')*Pcl |»8 - r»2    (2,12b> 

" I|R||»2«||d«(uivif)'I|»2       (2,l2e) 

♦ 2»<R<d»{u.Vif)'),Pc> 

♦ l|Po||»2 - r»2 

■ dt2 •  ||(u,v,f)||»2 (2,12d) 

♦ 2«d • <R<Uiv,f)',Pc> 

♦ I jPcl1*2 - r»2 

d Is found by solving tht Quadratic aquatloni 

d ■ <-b - 8qrt(bt2-4«t«c))/(2»t) (2,13) 

whtra 

a 8 I I(uivif)||t2 ■ u»2+v»2*f»2 (2,l4i) 

b « 2«<R(uiV»f>'.Pe> {2,14b) 

e ■ IjPci |'2-p^2 (2,l4c> 

Tht smalltr solution (- sgpt) of tht quadratic tquatlon Is 

tht only tntanlngful ont sinqt tht oolnt on tht sphtre 

oorrtscondlno to tht largar solution Is at a grttttr 

dlstanet from tht eamtra and la thtrtfort occludtd by the 

oolnt oerrtspondlng to tht sma||tr solution, Complex 

solutions oorrtspond to eamtr» rays which do not Intepitct 

tht sphtrt, 

SOLUTION FOR AN SPHEROIDl Tht  solution  for  a  sphtre 

easily  gentrallzts  to  t sohtpold by  Introducing an 
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tccintrlelty constant 0 «long tht x-txls (North to South 

polt «Kit) such that< 

Xt2 ♦ y»2 ♦ <t»z)»2 ■ r»2 (2,15) 

If th« tcontrlclty matrix E Is daflnad as« 

10 0 
E ■ 0 1 0 (2.16) 

0 0« 

than d Is found by solving tha following guaoratlo aouatlonJ 

0 ■ I|E»T(u»v)I 1*2 - r»2 (2,17a) 

a I|E»(R(d»(u«vif)>*Pc||»2 - r»2   (2,17b) 

■ d'2 • I|E«R(u.Vif)| 1*2 (2,17c) 

♦2»d»<E»R(ü#v»f)iE(Pe)> 

*||E(Po)||'2 • r»2 

11,0 LXAMPLES OF GEOMETRIC NORMALIZATION 

This sactlon contain! axamolas of tha gaomatrlc 

norirajlzatlon tachnlauas apollad to far-ancountar Marlnar 7 

olcturas of Mars, Thsse olctura« wert takan whan tha 

spaoacraft was su'fldantly far from Mars to see the entire 

disk of the p|aneti 

Figure 2-3 shows the disk of the planet (the circle) 

with the north pole at the too as seen from an orthographic 

projection In the direction 0 latitude.  0  longitude  (I.e. 
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(0 (ttM 0 long,) Is tht otnt«r of th« olrcl«), Tho dotted 

linos turroundlng tho elrolo Indloato tho outilnos of two 

oloturos which art doslgnatod 7r75 and 7r78, Tht vaetors In 

tha clrcla Indlcatt tha dlraotlon to tha »pacaoraft and the 

tun fpoir tha oantrai polnta of tha two plcturat, Tha square 

Indloattt tht araa on tha aurfaoa for whloh an orthographic 

orojootlpn of each plotura will be generated. 

Figure 2-4i shows tha araa of the picture 7F75 (the 

dotted area) which Is specified by the square In figure 2-3, 

The rectangle Is the 945x702 pixel outline of picture 7F75, 

Similarly, figure 2-4b shows the araa of 7F78 which Is to be 

orthographically prpjacted, 

Figures 2-5a and 2-5b show the pictures 7r75 and 7F78, 

as seen from the soacaoraft, Note that tha orater (Nix 

Olyiroloa)! which Is in tha upper mldd|e part of 7F75, Is In 

the upper right part of 7F78, This Is because the Planet 

rotated by 34 degrees between the two pictures, A scale 

factor difference Is also obvious, 

Figures 2-6a and 2-60 show the orthographic Projection 

of  each  Image as specified by figures 2-3, 2-4«, »nd 2-4bl 

In these normalized pictures, the crater looks about the 

same, and various features matchi Howevsr, there is a 

definite geometric error In the reglstretlon of these 

Images, 
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CHAPTER III 

ACCURATE GEOMETRIC REGISTRATION OF NORMALIZED IMAGES 

III,A FORMAL DEFINITION OF GEOMETRIC MISREGISTRAVION 

Let ut suppost that we havt two gtomttrlet I Iy 

normal lz«d Images (F1,U) and (F2,T2) whar« the T| are 

traniformatIons from Imagt coordinates to actual 3-space 

ooordlnateei. rather than those predicted by Chapter II, 

which contain errors due to the camera and scene models. 

The Fl are the Intensity funetlone In the Images, The 

Images are said to be "geometrically mlsreglstared" at point 

(u.v) Ifi 

Tl(u»v) $  T2<u»v) (3,1) 

We Mill duflne two functions du(uiv) and dv(u«v) which 

represent the misalignment of two Images In the u and v 

directions respectively as a function of the position In the 

Images asi 

(du(u,v)»dv(u»v)) ■ {<du»dv)iTl(uiv)«T2(u*du»v*dv))  (3,2) 

32 



jrit 

own L»f •, LOC- : 

Figure 2-3 
Orthographie Projection 

of Mars 

figure 2-4a 
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Maure 2-5» 
7r75 OrIglnal 

Figure 2-5b 
7F78 OrIglnal 

m*'i i 

Fl&ure 2-6» 
7F75 \ormaI I zed 

Figure 2-6b 
7F78 NormalIzed 
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Thts« mitt Ilanmcnt functions tt(| us thtti alvtn t point 

(Uiv) In jmtgt 1, this ttmt oelnt |n the sotnt Is tt 

(u^duiv+dv) In Imtot 2, 

If wt htvt tht mlstllgnmtnt functions dtflntd tt svtry 

point In tht dlsorsts Itntgtt» thtn w« etn dtfjnt t n«w Imto« 

(F3*T3) which It txtctly rsotsttrtd with Imtst 1 tt follows: 

r3(u»v) ■ r2(u*du(u»v)iv*dv<u»v)) (3,3) 

(ttsumlng tn tdtoust« modtl for f2  bstwttn dttt polntt) 

T3(u#v) « T2(u*du(u»v)iv*dv{uiv)) (3,4) 

*  Tl(uiv) 

Tht ntxt stctlons tmp|p|e«||y dsrlvt tht mlstllgnmtnt 

functions for t ptlr of ImigtS; 

III.B MODEL FOR MISREGISTRATION 

Btcsust of gtomstrlc trrors pr|mtr||y In the Maplntr 

'69 etrrtrt mod«! (etmtrt position tnd or Itntstlon) t Imtgts 

which htvt bttn gtotnstr let I ly normal Iztd by "dttd rtokonlng" 

tr« net exactly registered, It can be shown that small 

■ rrors |n the oamert model cause pr|mtr||y a trans Ittlonai 

misalignment between geometrically normalized Images, There 

are also small rotational and scale factor errors, Higher 

order errors might exist due to residual distortions In the 

optics and errors In the 3-0 model for the scant. 
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Ont might observe that given two Images which are 

aporoxImatejy aligned» people very easily match most 

features (such as craters) whjch correspond, Howeveri the 

mechanisms used jn Image matching by people are not 

neotssarljy those best for automatic Image alignment by 

computer• 

The predominantly translatjona| nature of the 

misalignment of Images suggests that» when local areas In 

Images are appropriately translated, the Images will match, 

If the two Images were taken under sufficiently similar 

photometric conditions (such as Illumination, color filters, 

etc,) then the ajajlty of the match can be measured by 

statistical cross correlttlon, The registration technique 

which has been developed Is to maximize the local cross 

correlation of the Images as a function of the translation 

of one Image with respect to the other. 

An alternative procedure would be to search one Image 

for a distinct feature such as a crater or some other 

topographic feature, and then search tne second Image In a 

predicted area for the same feature, Such feature 

recognition, however» requires that each Image which Is to 

be allonwd contain the necessary number (and quality) of the 

types of features which can be recognized, Experience with 

a crater finder ClD shows that jn order to reliably locate 

craters» the contrast of the crater r|ms must be  good»  and 
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th«t tht s|gnal-to-nols« ratio must b« hloh. Evtn whan 

thai« oondltlont «r« met, the crosa oorr«|atlen alignment 

orocedufe teemi to be tuoerlor,  becauee of its relative 

Ineenaltlvlty to different types of terrain end to noise, 

There also appears to be no Inherent speed advantage for a 

feature deteotor.  One outstanding virtue of • orator finder 

would be the ability tr Ueate orators and develop a 3-0 

depth model so that the photometric errors dua to crater 

slopas eould be  removed.  Such slopes,  however,  cause 

significant error» on|y when the  Illumination and viewing 

angles are quite different between the pictures being 

regletered, 

Cross correlation maximization was selected for 

geometric alignment, because of Its simplicity and 

applicability to vapy|ng terrains, 

C13 A crater finder was .aaveiooed which looks for high 

contrast edges wh|c^ contain large circular arcs, Many 

craters are recognized by the fraction of their rim which Is 

a high contrast crescent. The outside curve of the crescent 

Is a circular arc wfth approximately the same radius and 

center as the oratep, 
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III.C CROSS CORRELATION AS  A  MEASURE  OF  THE  QUALITY  OF 

REGISTRATION 

Correlation Is a statistical measure of agreement 

between two functions, For two random variables > and Y 

defined on a discrete set of n points, their norna|lzed 

oross correlation (cor) Is defined In terms of the means (E) 

and standard deviations (sd) asi 

where 

and 

eorCX.Y) 
E(X»Y) - E(X)eEm 

sd(X) «» sd(Y) 

E(X) ■ sum (XCI3> / n 
ISIJn 

sd(X) M   sort ( E(Xt2} • E(X)»2 ) 

(3,5) 

(3,6) 

(3,7) 

To appjy cross correlation to an area of two Images 

with Intensity functions Fl and F2, the one dimensional sum 

In souatlon (3,6) becomes two dimensional» and we make the 

following definitions for the variables x and Y, Given 

(Uiv) as the center of « (2n+l)x(2n+l) area to be correlated 

and a (duidv) translation vector» define X and Y asi 

xCliJU « Fl(l*u-n»J*vn> 0SI»JS2n 

VCI.J3 « F2(|*u.n*du#J*y-n*dv) 

(3.8a) 

(3,8b) 

The normalized correlation function has the proparty 

that It does not vary with the size of the correlation area» 
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or with th* means and standard dav(atlon8 of X and Y, 

Subjtctlvaly this guarantees that the corre|ttlon function 

Is not affeoted by the average Intensity jevej and level of 

oontrast In the window, Ths quality of the correlation 

measure is» however, strongly related to signa l-to-noI so 

ratio, Inoreassd noise will Increase the standard 

deviations In equation (3,5) without Increasing the product 

torir k:()(«v), 

This effect can be derived by assuming that the two 

windows are Identical except for uncorrelatsd noise, Then 

they can be represented! 

X«H*N1,Y«Z*N2 <3,9a) 

Whore Z Is the "true" value of window,  If Ni and N2 are 

uncorreiatod noise,  and htve the same standard deviations, 

then» the cross correlation of X and Y |si 

cO^X.Y)  B 
E((Z*N1)»(Z*N2>) - E(Z*N1)»E(Z*N2) 

sd(Z+Nl) • sd(Z*N2) 

E(Z*Z) - E(ZME(Z> 
■   »mmmmmmmmmmmmmmmmmmmmmmmmmm 

sd(Z*Nl) • Bd(Z*N2) 

■ var(Z)/var<Z*N) 

» X - yBr(N)/var(Z*N> 

(3,9b) 

<3,9C) 

(3,9d) 

(3,9s) 

where var Is ths variance,  High uncorrelatsd notes  Isvels 

consequently will  decrease the value of the correlation 
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function, This susgssts that tht correlation function 

should be svsluatsd only In arsts where the standard 

deviations of the windows are significantly greater than ths 

standard deviation of the noise, and that the search for 

maxjirum correlation should f|nd a correlation value 

approx Inflate | y equal to the value of equation (3.9e). 

For a desired level of correlation Quality» the window 

slzs oan be adjusted according to the local standard 

deviations of the two images. Increasing the window size 

(i.e. Inorsaslng nj excessively will cause poor results due 

to non-transiationaj (rotation and scale factor) distortions 

between the two Images (Appendix 8), 

III.O LOCAL  CROSS  CORRELATION  MAXIMIZATION  TO  DETtRMINE 

LOCAL MISREGISTRATION 

Anelyses of the errors In the Mariner 6 and 7 geometric 

model show that Images which are ncrmalized by "dead 

reckoning" should contain primarily trans |at lonal errors In 

alignment with smaller rotational and scale factor errors, 

The results In tables end figures 3-1 to 3-7 confirm this 

ureolctlon» and snow that constant translationaI errors 

dominate other errors by a factor of more than 1011, The 

presence of non-translationaI srrors outs an upper limit on 

the size of the (2n*l)x(2n*l) correlation window, 
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Thtrtfortt to align two Hagts using corralatIon» It Is 

sufflclsnt to find ths (du.dv) translation of on« Image with 

rsspsct to th« othgr which max|m|x«y th« value of  the 

oorrslatlon function around «aoh point (uiv) In th« Imagss, 

This (du»dv> translation Is oal|«d th« Mm|salIgnmsnt v«ctor" 

for  th« ar«a of correlation o«nt«r«d at (u»v),  It has not 

b««n n«c«s8ary to max|m|z« th« oorrolatlon with raspsct to 

oth«r param«t«rs such as rotation and seal« factor changes, 

because the magnitudes of these errors are small relative to 

translatlonal  srrops,  and It Is possible to find the local 

correlation maximum using only translations,   Thss«  higher 

ord«r  errors are  found when many different misalignment 

vectors are modeled over the entire Image as described  In 

III.E, 

SEARCH TOR MAXIMUM - STRATECUSI The subject of this 

section Is to describe two different strategies to search 

for the translation vector which Produces the maximum 

oorrslatlon between two Images, The oredomlnant constant 

translatlonal misalignment suggests that the search fop 

maximum correlation should be confined to the neighborhood 

of that predominant error vector« 

The primary reason for consldaring these search 

strategies Is to reduce the number of evaluations of the 

correlation function and thus Improve the performance of the 

Image registration system, 
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Th« ■Mgnmsnt strtt«g|es trtl 

1) Global  strateoy»  d«t»rm|n«  th«  DP«domln«nt  global 

mjaallgnmant of th« two Images. 

2) Local stpatagy: dfltarmjn« th« |ooa| mlsaI Ignmants of  th« 

two  Images by Marching  In limited neighborhoods 

predicted by the global m|8al|gp.ment model, 

GLOBAL SEARCH STRATEGY! The purpose of the global 

«aarch strategy Is to search for the translation vector 

which produces the maximum correlation between two Images 

without knowledge to limit the search to a small 

neighborhood, Because the correlation function Is evaluated 

only at Integer values of the (dü,övJ displacement vector, 

the global search strategy could be Implemented by 

exhaustive evaluation of the correlation function at all 

Integer translations, However» soma analysis of the 

correlation function, and th« araas of the Images being 

correlated» shows that one can l|m|t the number of 

evaluations of the correlation function considerably. 

If one knows the sharpness of the correlation peak and 

Its amplitude relative to other relativ« peaks, then one can 

determine a search grid spacing which will guarantee finding 

the absolute peak, If for Instance, the absolute peak Is k 

units wide at the level of any othep relative peak» then the 
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global starch can be carrjad out on a «xk grid» raduolng the 

numbar of avaluatjoia of the eorpajatlon function by a 

factor of k*2 (sae figure 3-0«), Various Parameters (such 

as window slza» spatial averaglngi atci) can be adjusted to 

broaden the peak syfflc'antly to allow f|axlblt aholca of 

the grid spacing (Fjgs, J-0c and 3-0d show the affects of 

spatial filtering on correlation), 

If one wants to search for the correlation maximum by 

evaluating th« correlation function on|y at points on a kxk 

pixel grldi than the sampling theorem says that one should 

limit the frequency spectrum of the correlation function to 

spatial wavelengths longer than 2k Pixels, This |s 

successful only |f the power spectra of the two Images have 

sufficient power at spatial wavelengths longer than 2k 

pixels, The disadvantage of low pass spatial filtering Is 

that high spatial freguency information, which usually best 

characterizas topographic features» is lost, Therefor«, a 

search for the loc&i correlation maximum of unflltered 

Images Is desirable In a limited neighoorhood around the low 

frequency maximum, 

LOCAL SEARCH STRATEGY« Whan the predominant 

trans |at lonaI misa|lgnmart between two Images Is known, the 

search for the local misalignment can be limited to a small 

neighborhood» thus limiting the number of evaluations of the 

correlation function,   The  local  search  strategy  begins 
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••arohlno for maximum oorr«|atlon starting with a 

tranalatlon vtoter which Is prsdlctsd oy a mlsrsglstratIon 

modal bassd on tha oro^ovwitnt global mlsraglstratlon vootor 

and pravlous local rtglitratjon vaotors, Tha strategy 

ssarehss a llmltsd dlitanos In 8 dlffsrant dlraotlons 

looking for a maximum, A h|||-cllmb search then follows, 

until a (duidv) point Is found such that all 8 neighbors 

give a lower correlation value. 

MODELING THE CORRELATION FUNCTION AT NON-INTEGRAL 

TRANSLATIONS! Given the values of the correlation function 

at a discrete sst of Integer translations» It is useful to 

model the function at non-Integral translations using 

Interpolation or, eouIvalentlyi fitting llrear combinations 

of functions (such as polynomials^ to ths data, 

In particular» one can fit a polynomial In 2 variables 

to the correlation function at Known translations» and solve 

for the maximum of the polynomiali The method chosen was to 

use a least saueres fit of an Nth order polynomial In 2 

variables, and solve for Its maximum using a 2-dImens|one I 

generalization of Newton's method (KowaMk C1968] pp, 

65-71) In the vicinity of the maximum empirical value of the 

-or re let I on functI on. 

Although It Is difficult to prove that the correlation 

function  can best be eporoxlmated In this fashion, there Is 
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■om« «vldcno« th»t |t etnl 

I) Errplrlcal tvldsncai Inortiflng N. th« order of the 

Polynomials fjt te th« oorrtl»t|on surface, oroducss 

aulntuoles (uC13,vC13,duCI3,dvCIJ.oCI]) which are 

better modeled by section III.E In terms of RMS 

error (the cCU are the values of the correlation 

function which are used as weighting coefficients 

for the least squares fit In section III.E), 

2) Theoretical evldencei The correlation function tends  to 

be  smooth and radially symmetric about Its maximum 

value (see figs,  3-0a to 3-0d),  From the Fourier 

analysis point of view, the Fourier transform of the 

correlation surface Is the product of  the Fourier 

transforms of  the two Images (complex conjugate of 

one of them),  If the  two  Images correlate well, 

then  the  correlation surface  Is approximately 

equivalent to the autocorrelation surfaces of either 

of  the Images, which tend to be radially symmetric, 

If both Images have most of their spectral power  at 

low  spatial   frequencies,  then the  correlation 

surface w|l| also have most of Its spectral power at 

low spatial frequencies, and the correlation surface 

w|l| be correspondingly smooth and broadly peaked 

around the nominal misregistration vector, 
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EXPLANATION OF FIGURES 3-0ft»b,c»d« fhes« flgufis show 

windows from pairs of olcturssi and cross sacttons of the 

oorralatlon surfact In ths vicinity of tha corrtlatlon 

maxlffium, Thaaa cross sactlona ara graphs of the value of 

the correlation function with one of the variables d* and dy 

changing and the other constant, 

Figure 3-0a shows the correlation function for a window 

containing the crrter N|x 0|ymp|oa. The crude 30x30 pixel 

windows are data from tha pictures 7F7S and 7r78, The first 

graph la the correlation function with dx changing and dy = 

8, The second graoh shows the correlation function with dy 

changing and dx * 35, The correlation surface Is modeled by 

fitting a second order polynomial In dx and dy to Points 

around the correlation peak <dx ■ 35, dy a 8), The maximum 

point or th|s surface Is found to be (dx » 8.08, dy * 35.36) 

attaining a correlation value of .75, using a 

two-dimensional Newton's method, 

Figure 3-0b shows an area which does not contain any 

oartlcular features. The correlation function In this area 

Is also smooth t.nd symmttrlc. 

Figures 3-0c and 3-0d show tne behavior of the 

oorreletlon function when low frequency Information Is 

removed from a olcture (these areas are from different 

Mariner  6  and 7 pictures),  Figure 3-0c Is the correlation 
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function fop an Mr«a containing savtral crattps, Fjgupe 

3-00 shows the correlation function fop the same apea after 

low .«Qtlal fpequencles have been p«moved (subtracting the 

local average Intensity computed ovap a 10x10 apea fpom each 

oolnt), Removing low spatial fpequencles c|aap|y reduces 

the width of the correlation peak, 

III.E MODELING THE MISREGISTRATION AS A FUNCTION OF POSITION 

IN THE IMAGE 

Thare ape several  altapnatlve  methods available  for 

modeling  the misalignment functions,  One method Is Mth 

opdep Inteppolatlon (usually M«2) In 2  variables  In  local 

regions of the Images,  Another method (which was chosen) Is 

to fit polynomials |n 2  vaplables  to  the entire  set  of 

misalignment  vectors,  and  then minimize the mean squared 

error between the Polynomials and the empirical data  points 

(the method of Itast souape»),  Inteppolatlon is good If the 

eprops In the emp|p|cal data points ape small (that Is,  the 

eoppe|»,cion  search always  wopks well),  and If thepe are 

enough data points to adequately COVSP  the ent|pe  Image, 

Polynomial  fits  to  the entlpe Images wepe chosen because 

they have good smoothing ppopePtles on no, sy data, 

The misregistration functions du(u,v) and dv(uiv) are 

empirically derived fpom n quintuples of the form 

(uC I3IVC l3»duC I3»dvc I3,CU3)I  where  (duCU-dvCU)  is  the 
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translation victor which maximize« the correlation oCl] 

between the 2 Images over a window centered at (uCI]»vc | ]), 

For slfTDllclty» these functions were chosen to be Nth order 

colynomjais In 2 variables of the form! 

äu(u,v) ■ sum ACIiJ3*u»l«v»J 
0St*JSN 

(3.10) 

The traditional least squares aporcech Is to ohooss  du(u,v) 

such thsti 

sum {du(uCk3,vCk3)-duCK]>'2 " m|n (3.11) 
k 

■ sum ( sum AC 11J3«uCk]*|*vCk3tJ - duCk])»2   (3,12) 
k   I,J 

This leset saueres orobjem degenerates to the solution of an 

(N*l>#(N*2)/2 ordsr system of linear equations, The 

oolynomji! for dv Is constructed similarly, 

The RMS error of the oolynomlal fit tc the empirical 

data Points Is e good measure of whether the order N of the 

polynomials Is high tnouflh, and If |n fact polynomials are 

the appropriate functions to fit to the data. To account 

for the number of degrees of freedom |n the polynomial fit, 

the following measure Is ussut 

(du(uCk3.vCk3)-duCk.])t2 
sqrt ( sum ----------------------- ) 

k     Nk - (N*l)»(N*2)/2 

where Nk Is the number of data points, 

(3.13) 
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Since th« tmplrlcil dat« points r«Dr«8tnt a sampling of 

a supfaoa. we would like the polynomials to model that 

surface everywhere as well as sample pojnts, A useful test 

Is to fit polynomials to one set of samo|e points, and then 

measure the RMS error between these polynomials and another 

sampling of the surface, 

The above least squares bl-var|ate polynomial 

approx lirat Ions have been used succassfully to modej the 

misregistration vectors between Images, Tables 3-1 to 3-5 

and figures 3-1 to 3-7 show some actual misregistration 

vectors and the results of fjttjng pclynomlals of various 

orders. 

The tables contain the misalignment vectors (UU,0V) 

which iraxlmlze the correlation funotlon over a 21x21 pixel 

wlnoow centered at points (LUV), COR Is the maximum value 

of the correlation function, The residual error vector 

(OUarriDVerr) Is the difference between ♦he empirical 

{DU»DV> vector and the vector predicted by the oolynomial 

model, iierrorll Is the tuc|ldean norm of the residual 

error vector, 

The  figures  graphically  show  the  data   In the 

oorrespondIng tables.  The square on xhe left reoresents the 

entire area of the 200x200 pixej picturss,  The  vectors in 

the  square  start  at  points  (U»V)  and  have  length and 
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dlrtetlen (10»DU«rr,10*OV«rr), The s|ng|« digit »t (U.V) 

rtorestnts the va'ue of the corre|«tlon maximum (l.e, 20X 

to 29X |« reoresenttd by 2). The circle represents residue! 

errors of one standerd devlttjoni The endpolnts of the 

residual vectors (Ouerr.OVerr) are plotted re|«tlve to the 

center of the circle. 

Tables end figures 3-1 to 3-3 show residual errors 

before bad mlsregjstret|on vectors have been eliminated by 

"blunder removal" (explained |ater)i Table and figure 3-1 

show the residual errors from zero order polynomial fits to 

14 data points, The predominant trans|atI one I error Is 

0U»34 and 0V»9 pixels. The weighted RMS error Is 5,25 

pixels» where data points are weighted eccordlng to their 

correlation value COR, Tht corrected error of equation 

(3,13) Is 5,65 pixels, To compare the quality of the fit, 

these corrected errors will be used. Table and figure 3-2 

show the residual errors from first order polynomial fits to 

the sa.re data points. The corrected error, wh|oh Is 4,47 

olxelsi has not been reduced much, Table and figure 3-3 

show the residual errors from a second order fit, The 

corrected err-jr Is 4,25 pixels, which Is not a significant 

reductI on, 

Tebles and figures 3-4 and 3-5 show residual errors 

Äfter 4 "blunders" have been removed, blunders are 

misregistration vectors which do  not  Mt any systematic 

\ 
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mo^el, These vectors result from cross correlating areas 

wfiere these Is some form of systematic difference between 

the pictures such as clouds, or crater "shadows" which have 

woved due to changes In Illumination, These blunders are 

removed by finding residuals (UUerr, DVerr) which are large, 

and do not cluster with the other residuals, 

Table and figure 3-4 show the residual errors after a 

first order fit, The corrected error Is now 1,03 pixels. 

The second order fit of table and figure 3-5» has a higher 

corrected error of 1,18 pixels. 

Figures 3-6 and 3-7 show the residual errors from first 

and second order Polynomial fits to a much larger (about 60 

points) set of misalignment vectors, after blunder removal, 

The tlrst order fit has a corrected error of 1,26 pixels, 

which Is fairly consistent with figure 3-4, The second 

order fit has a corrected error of 1,02 pixels, which Is 

somewhat better than the first order fit, 
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TABLE 3-1 

POLYNOMIALS FIT TO ORDER 0 BEFORE BLUNDER REMOVAL 

OU(Ü ,V>« 34.34 
OV(U ,V)« 8.991 

u V DU DV COR DU err OV err lerror 1 
-60 -60 30,16 10,73 .68 -4.17 1.73 4,52 
-60 -20 32.01 20,73 .87 -2.33 11.74 11.97 
-60 20 32.00 10e00 ,00 -2.34 1.01 2.55 
-60 60 32,88 9,81 .74 -1,46 .82 1.67 
-20 -60 33.92 4,39 .25 -.41 -4,10 4.12 
-20 -20 31,77 8,70 .88 -2.56 -.29 2.58 
-20 20 31.07 7,50 .82 -3.27 -1,49 3.60 
-20 60 30.87 6,66 .87 -3.47 -2,33 4,18 
20 -60 37,17 7,68 .77 2.83 -1.31 3.12 
20 -20 36.13 8,69 .79 1.79 -.30 1.81 
20 20 35.65 6.68 .71 1.31 -2,31 2,66 
20 60 35.18 6,57 .85 .85 -2.42 2,56 
60 -60 38.00 7,00 .00 3.66 -1.99 4,17 
60 -20 41.11 6,00 .53 6.77 -2.99 7.40 
60 20 41.63 9,23 .51 7.29 .24 7,29 
60 60 39,10 5,46 .30 4,76 -3.54 5,93 

TOTAL WEIGHTED RMS ERROR»  5.25 

FIGURE 3-1  RESIDUAL ERRORS FROM   TABLE 3-1, 

\ 

53 



■■■■■■■ 

TABLE   3-2 

POLYNOMIALS FIT TO ORDER 1 BEFORE BLUNDER REMOVAL 

DU(UiV)« 34,78 ♦ ,76389-l»y -,8829»«2*Y 
DV(U»V)» 8,783 - ,5617(P«1»X -.1997(»-1»Y 

u V DU DV COR UU err DV err 1lerror 1 | 
-60 -60 30.16 10.73 ,68 -.56 -2.63 2.69 
-60 -20 32.01 20.73 .87 1.64 8.18 8.34 
-60 20 32,00 10,00 ,00 1,98 -1.75 2,64 
-60 60 32.88 9.81 .74 3.21 -1.15 3,41 
-20 -60 33.92 4,89 .25 .14 -6.21 6,21 
-20 -20 31.77 8,70 ,88 -1.66 -1.61 2,31 
-20 20 31.07 7,50 .82 -2.01 -2.01 2,84 
-20 60 30,87 6.66 ,87 -1,86 -2,05 2.76 
20 -60 37.17 7,68 .77 .33 -1,18 1.22 
20 -20 36.13 8,69 .79 -.36 .63 .73 
20 20 35.65 6,68 .71 -.48 -,58 .76 
20 62 35,18 6,57 .85 -.60 .11 .61 
60 -60 38,00 7,00 .00 -1.90 .39 1,94 
60 -20 41.11 6,00 .53 1.56 .19 1.58 
60 20 41,63 9,23 .51 2.44 4.21 4,87 
60 60 39,10 5,46 .30 .26 1.24 1.27 

TOTAL WEIGHTED RMS ERROR=  3.51 

CU(11'   34  78, CVll]*  8  7^ 
tl« l.STD DEW-  3 31 

FIGURE 3-2  RESIDUAL ERRORS FROM TABLE 3-2 



TABLE 3-3 

POLYNOMIALS FIT TO ORDER 2 BEFORE BLUNDER REMOVAL 

DU(U»V)« 33l35+,085l0»X+,8858f-3»X2 
-,01250«Y-.3867»-3»X«Y*,6l57»-4»Y2 

DV(U»V)s 8,861-t05670»X+,9649»-3»X2 
-.76729-2»Y+,25049-3#X»Y-.9l30»-3»Y2 

u V OU DV COR DU err DV err 1lerrorl I 

-60 -60 30,16 10.73 ,68 -.84 -3,09 3.20 

-60 -20 32.01 20.73 .87 .77 4.90 4,96 

-60 20 32.00 10,00 ,00 .33 -4,92 4.93 

-60 60 32.88 9.81 .74 ,58 -1.28 1.41 

-20 .60 33.92 4,89 .25 1.42 -2.96 3,28 

• 20 -20 31.77 8.70 .88 -.35 -1,57 1.61 

-20 20 31,07 7.50 ,82 -.86 -2.26 2,42 

-20 60 30.87 6,66 ,87 -1.07 .33 1.12 

20 -60 37,17 7,68 .77 .33 2.69 2.71 

20 -20 36.13 8f69 .79 .29 .89 .94 

20 20 35.65 6,68 ,71 ,63 -1.02 1.19 

20 60 35.18 6,57 .85 .77 1.91 2.06 

60 -60 38.00 7,00 .00 -6.01 1.80 6.27 

60 -20 41.11 6,00 .53 -1.27 -2.42 2,73 

60 20 41.63 9,23 ,51 .67 .51 ,85 

60 60 39,10 5,46 .30 -.62 -.63 .89 

TOTAL WEIGHTED RMS ERROR«  2.43 

CU[11- 33 33, (Ml)- 8 8 
«-    2. STB DEV 2 43 

FIGURE 3-3  RESIDUAL ERRORS FHOM TABLE 3-3 
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TABLE 3-4 

POLYNOMIALS FIT TO ORDER 1 AFTER BLUNDER REMOVAL 

DU(U. V) = 34.04 ♦ , 1013«X - ,02093^ »Y 
OV(U. V) = 7. '38 - . 0256-X - ,01850^ »Y 

U V DU DV COR DU err DV err terror 
-60 -60 30.16 10.73 .68 .95 .34 1.01 
-60 -20 32,0X 20.73 .00 3,63 11,06 11,66 
-60 20 32.00 10.00 .00 4.46 1.10 4,59 
-60 60 32.88 9.81 .00 6,17 1,64 6.39 
-20 -60 33,92 4.89 ,00 .65 -4.47 4,51 
-20 -20 31.77 8,70 .88 -.66 .08 .67 
-20 20 31,07 7,50 .82 -.53 -.38 .66 
-20 60 30,87 6.66 .87 .11 -.48 .49 
20 -60 37,17 7,68 .77 -.16 -,66 ,68 
20 -20 36.13 8,69 .79 -.36 1.10 1.15 
20 20 35.65 6,68 .71 -.00 -.18 .18 
20 60 35,18 6,57 .85 .37 .46 .59 
60 -60 38,00 7.00 ,00 -3.38 -.31 3.39 
60 -20 41,11 6.00 .53 .56 -.57 .80 
60 20 41.63 9.23 ,00 1.92 3,40 3,90 
6i? 60 39.10 5,46 .30 .23 .36 .43 

TOTAL WEIGHTED RMS ERROR= .72 

tl ^ \ 
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CU[1]-   34 04, CV[I]-   7   74 
n>        l.STD DEU.       72 

FIGURE 3-4  RESIDUAL ERRORS FROM TABLE 3-4 



TABLE 3-5 

POLYNOMIALS FIT TO ORDER 2 AFTER BLUNDER REMOVAL 

DU(Ü»V)s 33I51*,1015»X*,24999«3*X2 
-.0195l•Y♦.16 85•-5•X•Y+,13303-3•Yi., 

DV(u,V)= 8,003-,0212 2»X-,1949?-3»X2 
-,019Ö6«Y*,3l08?-3»X»Y-.76l95»-4»Y2 

u V DU DV COR nu err DV err 1 lerrorl | 
60 -60 30.16 10,73 .68 ,19 ,11 .22 
60 -20 32.01 20,73 .00 3,24 11.42 11.87 
60 20 32.00 10,00 ,00 4,02 2,23 4.59 
60 60 32.88 9,81 .00 5.25 3.82 6.49 
20 -60 33.92 4.«9 .00 .69 -4,75 4.60 
20 -20 31,77 8,70 .08 -.25 -.14 .29 
20 20 31.07 7,50 .82 - .18 -,30 .35 
20 60 30.87 6,66 .87 -.^2 .15 .15 
20 -60 37.17 7,68 .77 -.12 -.37 .39 
20 -20 36,13 8,69 .79 .04 .95 .95 
20 20 35.65 6,68 .71 .35 -.52 .62 
20 60 35.18 6,57 .85 ,23 .16 .29 
60 -60 38.00 7.00 .00 -4,14 1.17 4.31 
60 -20 41,11 6,00 .53 .17 -.02 .17 
60 20 41.b3 9.23 ,00 1.46 3.25 3,57 
60 60 39.10 5,46 .30 -.72 -.23 .75 

TOTAL WEIGHTED RMS ERROR; .47 

'$ 

Olli]- 33 51,CV[I)-    e a 
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FIGURE 3-5  RESIDUAL ERRORS F^QM TABLE 3-5 
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FIGURE 3-6  RESIDUAL ERRORS FROM POLYNOMIALS 
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FIGURE 3-7  RESIDUAL ERRORS FROM POLYNOMIALS 
FIT TO ORDER 2 AFTER BLUNDER REMOVAL 
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III.F RENORMALIEATION OF ONE IMAGE USING THE MISREGISTRATION 

MODEL 

One« th« giometrlc mlsrtgIitrat|on bttwtan two 

noririllztd Imagts A «nd B has b«en d«t«cted and modaladt a 

n«w Imagt B' can b« ganaratad using this rnodaj such that B' 

Is In geometric alignment with Image A according to equation 

3,3, In practlc«» this reoulres the subatltutlor of 

u^du(uiv) for u and v+dv(u»v) for v In equations (2,12) to 

(2,17), 

Figures 3-9a to 3«l0b show the results of the 

registration techniques oreaented In this chapter; Figures 

3-9a and 3-9b are the same as figures 2-6a and 2-6b, F|gUPe 

3-10a Is the samg as figure 3-9a, Figure 3-10b shows the 

result of renormal lz Ing 7F78 to align w|th 7F7t> using the 

second order registration polynomials from figure 3-7, 
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CHAPTtR IV 

PHOTOMETRIC NORMALIZATION BY »OEAD RECKONING" 

Th# photometric norm»I Iz«t|on problem |s  to  determine 

two  functions  RKuiv)   end R2<u,v)  which  define  the 

reflectivity o>' tht scene et point (u,v) |n  the  respective 

Imeges  (and  therefore  at point T(u»v) |n the scene),  The 

reflectivity function can be determined by "dead  "eckonlnfl" 

(from accurate  calibrations and models) If the response of 

the vldlcon and the refjectlvjty function of tht scene as a 

function  of the location In the scene and the I I | UT»! net Ion, 

view» and phase angles are precisely Known,  Images  can be 

ohotometrleal|y  registered  with  rasoect  to  some type of 

errors |n the  photometric  model.   As  for  the  geometric 

model»   the  combination  of   the  dead  reckoning and 

misregistration models Is uso»d to  define  the  reflectivity 

funotIon R(u» v), 

Given ths geo^etrlo and photometric normalization 

functions (Rl.Tl) an^ (R2,T2) for a pair of Images, the 

oloture comparison problem  becomes  one  of  comparing  the 
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r«f l«ct I v11|«s of cor respond Ing points In the Images* l.e,, 

fpp all point pairs (ul» vl > • {ü2, v2) suc>- that 

Tl(ul»vl)sT2{u2,v2), compare Rl(ul#vl) w,th R2(u2,v2), 

IV,A PHOTOMtTRIC; MODEL FOR THE SCENE 

The scattering of light by a surface is a very comp|e> 

function of the spectral oomppsjtlon and polarization of the 

Incident lighti the composition of surface materiaii and the 

various angles between the Incident light and the surface 

(angle I) the emergent light and the surface (angle €) and 

between the Incident light and the emergent light (phase 

angle), For some surfaces^ w|th known light sources, the 

reflectance function !s fairly well understood. 

The reflectance function of the moon can be modeled by 

the Minnaert la». (Minnaert C1961]): 

Lout/EIn • cosU) » A • (post t) •cos( i >) »k (4,1) 

where A is the albedo of the surface* Ein and Eout are the 

light energy incident to and emergent from the surface» and 

k Is a parameter particular to the surface and th( phase 

ang I e, 

Young has found (Voung C19713) that regions of Mais 

covered by the Mir|n«r 6 and 7 pictures obey the Minnaert 

law fairly we I | I he found values for k ranging from  ,46  to 
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,71, and valuta for   A ranging from   ,071 to ,146, 

PoilaeK has shown (PollaoK C19693) a uhas« angle 

dapandanoa for tha valu« of k, Although actual data «xlsts 

for only a limited numbsr of dlfftrsnt ohaso angles» Pollack 

suggests that It Is reasonable to Interpolate tha following 

tab l«S 

TABLE 4-1 

Dbaat icgis   Is 

0 dag,    ,5 

50 ,7 

180        1,0 

IV.B INTENSITY MODEL BETWEEN DATA POINTS 

To compare two Images (F1»T1) and (F2,T2) which were 

taken from from different camera positions and orlartatlons 

It Is necessary to compare pluels |n Image 1 wltr those 

pixels In Image 2 which correspond In the scene, For 

discrete Images, exact pixel corresponoenoe does not exist 

since the projections of the pixels from the Images onto the 

olanet w, I | l not match I p, location, size and shape, and since 

the orientation of the Image coordinate systems (scan 

direction) may be different, 

üonseauent | y,, |n order to compare  auch  Im^aes  It  Is 

necessary  to  model  the  Intensity  function between given 
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Dlxtls (Ro8«nf«|d C1969], 0020-21), 

2ER0 ORDER MODEL: Thi slmD|«st model for th«  Intensity 

function F at non-grid oolnti  Is tht 0th order model 

f"0(u. v) i 

F"Z(uiv)  ■  FdiJ) (4.2) 

where C|,j) Is the closest semole point to (u,v), If one 

assures that F Is defined with U,J) spaced on Integer 

values, then the 0th order model F0 Is equlva|§nt to: 

F0(y.v! « FCCu*,53»Cv*,53) (4,^) 

where Cx3 means the greatest Integer wh|ch does  not  exceed 

FIRST ORDER MODEL: The let order model Fl(u»v) |s 

bilinear Interpolation which computes a welgnted average of 

F at the four samoie points which are nearest to (u»v), 

where 

Fl(u.v) *  wl»r'I.J)   ♦ w2«F(|*l,J) 
♦w3»F(|,j*l) ♦ w4»F(1*1,j+1) 

|sCu3#JsCv3 

psu-Cu3»q«v»Cv3 

wl=(l-o)«(l-Q) 

w2«(l-o)#Q 

w3=D»(l-q) 

w4sfc/»q 
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Not« th«t BSwCUSl and wl*w2*w3*w4»l, 

HIGHER ORDER POLYNOMIAL MOÜELS« If higher order 

surfects art us«d for Iptarpo|atIon, Instead of the bilinear 

model» cne can require either that each pleoe of surface 

oass exactly through a large number of sampit-polnt 

Inteneltlee, or alternatively, one c«n require that the 

eleces agree, not on|y In Intensity, but also In the values 

of the various derivatives, along their curves of 

Intersection, so that the resulting Interpolated surface Is 

not only contlnuoue but a|eo smooth, 

SAMPLING THEORY MODEH From a samDjIng tnaery point of 

VIOM,  a discrete  Image can be thought of as a bandwidth 

limited function of two variable«, where the point spread 

function w dettrmlnes the maximum frequency contained In the 

discrete Image,  Given th|s model, the  function F  can  be 

exactly   reconstructed  from the  sample  points uslnj  a 

2-dlmenslonal generalization of the Shannon sampling theorem 

(Shannon  C1949],  Prosser  C1966]  pp,  574-584),  However, 

this methematIce|ly  sound model  for  F  Is  exceedingly 

expensive  oomputatjone I|y,  and  of  Questionable practical 

Improveirent  over  simpler  moda|s  for  the  Intended 

«pplIcetIon, 

If It wert necessary to measure the geometric positions 

of  edge»  of  featuree  such a«  craters w|th  errors  of 

6b 
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fractions of a pixel« than a hlg^tr ordar modal would ba 

nacasstry, For the Mariner '71 variable features problem, 

photometric accuracy |s mora Important than such geometric 

accuracy, and conaeauent ly, the first order model (bilinear 

Interpolation) was se|ec':ed because of toth Its 

computational simplicity anrt Its smoothing properties, 
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CHAPTER V 

ACCURATE PHOTOMETRIC RECISTRATJON OF NORMALI2ED IMAGES 

V,A FORMAL DEFINITION OF PHOTOMETRIC MISREGISTRATION 

Assume that w« havs two photomstrIc«I|y normalIzsd 

lmto«s w|th rsfUctsnc« (»Ibsdo) functions Rl(u»v) and 

R2(u»v), which are also osomstrlcally normallnd and 

rsglstsrsd as dssorlbsd In Chaotsrs 11 and III, Assume also 

that th« jcJUil scene psf|ect|v|ty Is the same for the two 

Images, The Images are said to be "photometrically 

mlsreglstered relatlvsjy" at point (u»v) |fj 

RKu.v) t  R2(u»v) (5,1) 

If R(u(v) Is the true scene ref|ect|v|ty then an Image Rl Is 

said to be "photometrically mlsreglstered absolutely" at 

DO I nt (u» v ) If! 

Rl(u.v) *  R(u»v) (5,2) 

The following sections present a model for  photometric 

misregistration  and  derive  functions  which describe this 
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mi sregIstratI on, 

V.B MUÜLL FOR MISREGISTRATION 

To photomstr lea I|y register Imaqes more accurately than 

Is possible with to "dead reckoning" photometric 

norrra I I zat Ion requires that we have a model for photometric 

misregistration, There are many potential sources of 

photometric errors In Images wh|ch hay« been "normalized" by 

Cnapter iv, Some of these are< 

1) Camera errors 

a) trrors In light transfer function 

b) Non-un|form sans|t|v|ty across vjdlcon surface 

c) Residual Images 

d) Coherent noise 

e) Random noise 

2) Photometric model errors 

a) Reflectance function variations with position on planet 

b) Inappropriate values of k In equation (4,1) 

A general model for photometric misregistration would 

be to assume that there Is a function P which describes for 

each picture the combined ohotomatrlc characteristics of the 

surface of the planet» the response of the vldlcon. and the 

photometric model of Chapter IV, If the photometric errors 

are  spatially uniform» that Is, the errors do not depend on 
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their loottlon on thi »urfaoi of «Ither th» vldlcon or the 

olanet, then the ohotometrlc registration function P Is » 

function only of the reflectivity R(u,v) of each point, In 

general, P Is a function of a sot S of variables, such es 

the position on the vjdlcon surface, the position on the 

pjaneti end the Illumination, vjew, and phase angles as well 

as R(u,v), Then, for two photometrically normalized Images 

Rl end R2, we would have two photometric registration 

functions PI and P2 such thatl 

Pl(Rl(u,v),S)) ■ R(u,v5 = P2(R2(u»v),S) (5,3) 

whjre R(u,v) is the true reflectivity (albedo) of point 

(^v), If It |s not necessary to obtain photometric 

registration to true reflectivities, then the Images can be 

Dhotometrleally registered relative tw one another using the 

function P12 which Is defined« 

PlZCnS) = Pl'(P2(r,S),S) 

where PI' Is the inverse of PI» or 

Rl(u,v) » Pi;,'(R2(u,v),S) 

(5,4) 

(5,5) 

The Mariner 6 and 7 pictures have been processed 

(Rindfleisch C1971]) by the Jet Prooulslon Laboratory (JPL> 

to remove as many of these errors as possible. The h|gh 

iavel of coherent noise present in the Mariner 6 and 7 

olctures required that JPL develop some rather soph|st I ceted 
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selective filtering technlaues, There Is some question 

about the absolute ohotowetric accuracy of these final 

olctures» and there are still errors due to the residual 

image orocesslng in the area of the limb of the planet, 

There does not presently exist an accurate model for 

the photometric errors present In th« Mariner '69 pictures, 

However, after comparing images which were processed by the 

techniques of Chapters II» III» and IV, It was found that 

the preäomlnant errors were due to errors In absolute camera 

sensitivity, ConseauentIy» the following simple photometric 

registration function was used' 

Pl2(r,S) = a»r ♦ b (5.A) 

where  th«  parameter  a  adjusts  for  errors In   camera 

sensitivity»  and  parameter  b  adjusts  for any  constant 

offset,  This model assumes that a and b  are constant  for 

each point in images Rl and R2, 

It might be better to allow a and b to be polynomials 

In the two variables u and v, Such a mode| would correct 

for errors which are spatiaiiy dependent, If It is possible 

to empirically derive a(u»v) and o(u»v) and If we could 

separate the contributions due to the camera from thos^ due 

to the photometric modol of the planet, then the empirical 

functions should be useful in refining our photometric model 

for Mars, 
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V,C A MEASURE OF   PHOTOMETRIC MISREGISTRATION 

Obviously» In any discussion of errors between sets of 

points It Is necessary to define some measure of tne "total 

error", The convention«! RMS error measure was chosen 

orlirarlly because the familiar least squares technjaues 

minimize that measur*! 

The RMS error In photometric registration between two 

pictures Rl and R2 Is then defined: 

RMS(Rl,R2) s sqrt { sum ((Rl(u,v) - R2(uiv))»2) / N)  (5,7) 
U> V 

where N Is the number of points In the pictures, 

V,D CHOOSING A MODEL TO MINIMISE PHOTQiLTRJu MISREGISTRATION 

The purpott of this section Is to empirically derive 

the function P12 wMch "best" registers olctures Rl and "2 

photcmetrIca|Iy In terms of the RMS error, More precisely, 

we f Ind P12(r,S) such that« 

or 

RMSjRl.Pl^RZ.S) ) = m|n 

sum '.(Rl(u.v) - P12(R2(u» v) ,S) ) »2) 
u> v 

a m | n 

(5,9) 

(5.9) 

'or the slmole  model  of  equation  (b,6),  mMlmjzIng 

equation (5,9) Is equivalent to m|n|m|z|ng: 
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E(P1»2) ♦ •♦2»E<R2»2) - 2a«E(Rl«R2) - 2b»E.(Rl) 

♦ 2«b»k.(R2) * b»2 s m|n   (b.lfj 

wher« I   Is the •«o'cttd vtiu«,  Ths solutions for  a  and  b 

are: 

a ■ cor(Ri,P2> • sd(Rl)/sd<«2) (^,lla> 

b = E(Rl) - a»E(R2) (b.Jlb) 

whert sd Is the standard dsvlatjon» and  cor  Is  the  cross 

corr«|atlon defined by equation (3,5), 

If a more comojlcatea modej Is used» where a and b are 

functions of the Cu»v) position |n the Image formed by 

linear combinations of functions Ak(ü»v) and BK(u»v), then 

MO nant to flno coefficients aCk] ano bCk] to minimize' 

sun- ((RKu.v) - R2(u,v) • sum(aCkJ«Ak(u» v) ) 
Ui v k 

- sum(bCk3«dk(u,v)))t^ e mtn   (5,12) 
k 

where Ak and ok are Indexed by k. The values of the aCk] 

and bCk] are found In the traditional manner of least 

saueres. Intuitively, first order polynomials In u and v 

appeer to be useful for the functions A and B, Since this 

technlaue for photometric registration has not yet been 

useo» the oroper order and form for the A and B functions Is 

not yet knotxn. Only zero order models (equation (b,6)) have 

actua I |y been tried, 
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CHAPTER VI 

DIFFERENCING ANO OIFFtHENCt »NALYSIS 

Tht tltl» of this dissertation Is "Comoutsr Comoarlson 

ev Plctur«s"» but t^t ofsvlous four ohaotars have «M daalt 

with Imagt normalization and rag IstratI on, and nothing has 

raally bsan said about Imaga comparison. Of courss, all of 

thasa orallmlnary operations wsra nacassary so that the 

dlffarancas between the two pictures raprasant actual 

changes In the scenes rather than differences due to tha 

eonoltlons of viewing and Illumination, 

This   chapter   describes   teohnjoues   for 

differencing and the analysis of these dlfferencas, 

mage 

VI,A HOINT HY POINT DIFFERENCES 

The most obvious form of differencing of two normalized 

and registered pictures Rl and R2 Is the point by point 

dIf ferenoe daf I ned by' 

O(Uiv)  e  Rl(uiv) - R2(u»v) (6.1a) 
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If tite two Imagts have not baen ohotomttr I c» I I y reglsttred, 

then the following oolnt Dy oolnt difference also performs 

the Dhotometrlc registration: 

u(u.v: RKJIV) - A(ij» v)*R2(ui v) - ti(u»v) (6,1b) 

where A and b are the (jhoto^e t r I c misregistration 

DOlynomlajs derived In Chaoter V, Those dlfferenc« pictures 

show where there are errors In the data due to noise of 

various forms» where there are errors In the photometric or 

qeoiretrlc registration models, or, hopefully, where there 

are actual dlffarences In the reflectivity of the scene, 

Applying the latter differencing technique to the 

pictures In figures 6-la and 6-lb (which are the same as 

3-l2a and 3-10b), we g«t the difference pictures which are 

shov^n In figures 6-2a and 6-2b, Mgura 6-2a was produced oy 

subtracting figure 6-lb from 6-la (and adding a constant so 

that there are no negative numbers'. Hgure 6-2b Is the 

negative of 6-2a, 

The most obvious featur« of these difference pictures 

Is the large Irregular bloo In the |ow»r-rlght corner, which 

Is oarK In 6-2a and bright In 6-2bi and whose cause will be 

explslneo later. There are numerous small circular light 

and dark spots wh|ch are due to reseau marks on the 

vldlcons. (I" future work, these areas will always be 

blac1«).  rteseau marks are deposits on  the  v|dlcon  surface 
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for georretrlc alignment of the vldlcon scan, There are also 

light ard dark linear horizontal streams which are oriented 

In the horizontal scan direction In the original camera 

coordinate system, These streaks are probably due to 

coherent nolso In the camera system (R|ndf|el80h C1V71]), 

Slight geometric misregistration Is Indicated around Nix 

Oiyirolca» the large crater located at the top-venter of tHe 

aligned pictures. A high level of visually uncorre|ated 

noise Is also present. The global dark to light shading 

frorr left to right In figure 6-2a can be explained by errors 

In  the  assumed  oeoendence  of the pnotometrlc function on 

viewing ang I e  near  the mb near  model  for  the 

photometric registration model of equation (b.liJ) would have 

reduced this error. 

The on|y significant unexplained difference between 

figures 6-la and 6-J.b Is the large blob which Is brighter In 

6-lb than In 6-la, This blob has been attributed (Laovy 

C1971]) to a cloud consisting of water vapor, This 

difference Is visible In figures 6-la and 6-lb, but Is very 

difficult to see In the original pictures (figures 2-ba and 

2-5b), 

Figur«! 6-3a through 6-6b show the results of 

Irtroducing a third picture named 7f77, which was the 

picture taken Immediately before 7r7B In the Mariner 7 far 

encounter seauencei  Picture 7F77 was normalized to the same 
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orthographic oroj^ctlon as was u«td for 7F73 and 7F78» and 

gaoiratr leal ly allgnad with 7K75, The figures show 

differences between 7F77 and both 7F75 and 7F78, Since 7F77 

was taken between 7F75 and 7F78 |n t|me, It Is reasonable 

that we see an Intermediate state of ths development of the 

e loud, 

The higher leval of noise In figures 6-6a and 6-6b Is 

due to an Increased gain factor Introduced by a histogram 

"stretching" progrem. This stretching Is used to adjust the 

Intensity range of a picture to maximize the contrast when 

generating a photogrsph, These figures also show another 

camera related error across the top which Is oriented In the 

horizontal scan direction of the camera, It should Le 

• mohaslzed that these pictures were never geometrIoaI Iy 

registered with one another, but both were registered to the 

Sici third picture (7F75), There seems to be little or no 

»xtra geometric misregistration due to cumulative errors as 

might be expected, 

VI,B NOISt 'REMOVAL" 

The high levels of noise preser.t In the difference 

oUtures suggests thai some form of nolss removal Is needed, 

The obvious problem with noise remov»! Is that usually one 

cannot distinguish signal from noise» end consequent Iy. when 

oerformlng noise  removal  one  a|so  oerforms  some  signal 
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remova I , 

If the noise Is random, such that the noise In adjacent 

samples |s uncorre Iated» then one way to reduce It Is by 

soatlal filtering or avaragjng, Figures 6-7b. 6-8bi and 

6-9b show the results of reolaclng each point In the 

difference pictures (6-7a» 6-8a, and 6-9a) by the local 

averege computed over an llxll-polnt window, This procsas 

effectively reduces the level of random noise, hut t^e 

cloud, end the systematic errors |n onotometry still remain, 

Otner typns of noise removal have been developed 

elsewhere but have not yet been tried here, One such 

technique Is "salt and pepper" removal, which consists of 

reolaclng points whjch differ greatjy from a surrounding set 

of aporc*Imately edulvelent points, This technique (which 

Is sotretimes caMed "CuSteMng" after the well known 

Arrerlcar general, who, when surrounded by Indians, was wlpeo 

out) would remove most of the ranaom "shot" noise In the 

difference pictures without introducing the blurring created 

by sratial averaging, 

VI.C CONTOURING I S0-Ü I FFERENCE UVLLS 

The technique of contouring Is o^ten used in 

terrestrial mao-maklng to emphasize lines of constant 

altitude,   Recognizing  the  utility  of  th|s   technjaue, 
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figures 6-7c, 6-3c, and 6-9c were orocMced by contouring the 

averageo pictures 6-7b, 6-Pb, and fe-9b [1J, 

In these flOur»s, the sharp dar*< to white edges occur 

at dl^fprence levels of 16» 3^» and *H In the corresponding 

spatially averaged p'ctures whos« difference values ranoe 

froir 2 to 63, Computationally» these pictures were 

trivially generated cy multiplying each difference sample by 

4, and truncating the result to 6 bits (0 to 63 range), 

These contour oictt-res fairly well outline the cloud, 

but they also S^QW R lot of lines In areas wh|ch seem to 

contain ^o significant differences, In fact, one of the 

contour levels corresoonds to t h a lean value of the 

dlffererce picture» and therefore, ons would expect 'any 

contours cor rasp ordIng to small positive and negative 

deviations from tne nean, 

An Improved contouring algorithm is planned which will 

select contour levels on the bails of tne histoaram of t^e 

alffereree picture, attempting to emphasize significant 

differences, but nut small aevlatlons fron the mean, 

Cl] The spatially averaged pictures were used here because 

of the h|gh random "olse levels In the unaveraged pictures, 

which, when contoured, resulted primarily In garbage, 
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VI,D OIFFERENCE "BLOB" DETECTION 

Anothtr form of analysis of dlfferanca olctures Is 

dlff«ranoa bjob detactlon, which «tttmpta to find the 

outllnas of areas (blobs) of significant diffaraness, The 

significance of a bjob Is determined by the magnltudt of the 

differences, and by the length of the edge surrounding the 

difference blob. 

Figures 6-7d. 6-8d, and 6-9d show the results of 

apolylng such a blob dsteotor to the corresponding averaged 

olctures 6-7b, 6-6t,   and 6-9b, 

A further  refinement of  the blob detector  (Hannah 

11971})     attempts to  determine which of the undlfferenced 

olctures contains the difference blob,  This  determination 

Is made by looking |n the undifferenced pictures for edges 

In the vicinity of the edges of  the  difference  blob,   An 

edge  Is  defined statistically In both pictures |n terms of 

the means and variances  both  inside and outside  of  the 

difference  blob,   If  the  variance of  one  picture  Is 

significantly larger than that of the other «In the vicinity 

of  the blob)»  then  the blob Is attributed to the picture 

with  the  larger  variance,   Otherwise,  |f  the absolute 

difference  in the means Inside and outside of the blob Is 

larger In one picture than in the other, then  the blob  Is 

attributed  to the picture with the larger difference,  This 
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technique Is still be|ng develooed, and will be valuable  to 

dIfference ana lysis, 

Other difference analysis technlaues are  planned»  but 

not yet Implemented, 
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CHAPTER VII 

COMPUTER IMPLEMENTATION 

The techniques described In this djssertetlon were 

develooed for use on a digital computer, Analog 

I mo | eiriBntat | on of these techniques |s very limited because 

of the difficulty In oerformlng the necessary photometric 

and geoiretrjc normalizations and registrations usjng analog 

dev I ces, 

Except where otherwise noted, all of these techniques 

have been Implemented by the author using the POP-10 

computer at the Stanford Artificial Intelligence Project, 

This computer Is attached to 128K d« s 1024) 36-blt words 

of core memory, and executes Instructions at the rate of 

approx lirate |y one every 3 microseconds, The PDP-IP Is 

"tlire-ahared" among typically 20 users at a tjme, making It 

oosslbls for many users to duveloo and debug programs 

Interactively with very short "turn-around" times, 
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Most of the programs hava been written In SAIL 

(Swlnehart [1970]), a local d|a|ect of ALGOL-60, and many of 

the time consuming Inpsr loops have been written |n the 

assembly language embedded In SAIL, 

VII,A BLOCK DESCRIPTION OF THE PR0ÜRAMS 

The programs are divided both logically and Physically 

Into blocks which operate Independently, Most of the major 

blocks of figure 7-1 correspond to the techniques described 

In Chapters I I through VI, 

Images are represented as packed arrays of light (or 

albedo) values. and are accessed using PUP-10 byte 

operators, As many samples as possible are packed in a 

wore, Usually, either 6 or V b|t samples are used, giving 

either 6 or 4 samples per 36-blt word. Thus, an Image 

consisting of 200 samoles per l|ne, 20^5 lines, and 6 samoies 

cer wore would require 6667 words of storage, Procedures 

are available to transfer pictures between cere and disk, 

and to display Imafles on either of two video synthesizers 

(sect Ion VI I .B) , 

In the block diagrams, rectangular blocks Indicate 

functional operations. and oval b|ocKs inolcata data, The 

description of eac1"» block follows« 
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VJI .A.l NORMALIZE 

NORMALISE Is the ntrnt of the b|oct< which I fno I etnents the 

nornr« I I zat I on teehnlauts of Chapters II and IV, The 

Internal structure of NORMALIit Is shown |n some detail In 

figure 7-2, The major functions of NQRMALIüE are geometric 

and photometric normalization based on models for camera and 

scene geometry and photometry, 

USER INTERACTION: The block labelled "user Interaction" 

Indicates control of the following parameters for the 

orthographic projection; 

1) Direction  (center  latitude  and  longitude)  of  the 
project I on, 

2) Pixel size In  the  projected  l^age  (kilometers  par 
p I x o I ), 

3) Horizontal  and  vertical  size  (In  pixels)  of  the 
projected Image, 

4) Rotation of the projected Image, 

5) Position of the center of the projected Image  on  the 
p I anet, 

The combination of the models and the user Interaction 

generates a set of projection parameters which control the 

actual normalization procedure labelled "PRUJECTOR", 

PROJECTION ANALYZER: This block analyzes the geometric 

calibration data for the spacecraft (I.e. spacecraft 

position and orientation at the t|me the picture was taken) 

to determine the area on the surface which Is covered by the 
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olcture, This analysis Is usually dona for pairs of 

olcturas to detarmine the surface area which Is Included (n 

both olctures, A graphical display of the spacecraft and 

planet geometry Is presented to the Interactive user to 

enable him to specify the desired projection. 

AVGklNi Since the Mariner '69 pictures are quite large (180K 

words)  It  Is  necessary  to  operate  on windows of entire 

olctures» spatial averages of Pictures» or  combinations  of 

wlnöows  and  averages,  AVGWIN computes an Nx by Ny spat|a| 

average of an arbitrary rectangular  window  of  a  picture, 

where  \x  and  Ny are the numbers of Pixels averages In the 

vertical  and  horizontal  directions,   If  pixels  of  the 

reaulreo  projected Image correspond In s|'-.e to a very large 

number of pixels In the raw Image» then sptt a| averaging Is 

mathematically  necessary  because  of the sampling theorem, 

and  computationally  useful  to  reduce  the  memory   size 

ragulrec for the raw Image, 

PROjECTQRj This b;ock generates a geometrically and 

photometrically normalized picture from a raw or averaged 

raw picture (which Is hopefully correct In light values and 

camera geometry) using the normalization parameters and 

reflectance parameters, For each point In the projected 

Image, PROJECTOR calculates Its position In the raw Image, 

Since this position is usually not exactly at a sample 

point,  a  bilinear Interpolation of the light values of the 
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four closest csiMs Is calculated, PROJECTOR Hso 

calculates ths sum view» and phaat anglet» which together 

with the light value» yield the albedo using equation (4,1), 

REGISTRATION POLYNOMJAtSl NORMALIZE pepforme the 

renopmai Izatlon orocadur« desclbad In section III.F using a 

pair of Dolynomjals produced by the geometric 

ml sreglstratIon mode I, 

VII,A,2 MATCH 

This b|ook Implements the  techniques  for  determining 

geometric misregistration described  In Chapter III,  The 

Internal structure of this block In shown In more detail  jn 

figure 7-3,  Selected nxn windows of two normalized Images 

are cross correlated according to equation (3,9),  A search 

Is made  for  the vector (duCl3idvC 13) which maximizes the 

value of the correlation function for Integer values of  du 

and dv,   The correlation surface Is modeled by polynomials 

In two variables In the v|cln|ty of the maximum using a  2«D 

least squares program,  The maximum value of this surface Is 

found by computing partial derivatives finding the  zero  of 

the tuclldean  norm  of  the partial  derivatives of  the 

surface, using a two-dimensional generalization of  Newton's 

Method (section III.D), 
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VII,Ae3 POLYNOMIAL FITTER 

This block Performs a least sauara fit of two 

DO lynom|a|s du(Uiv) and dv(u#v) to the empirical correlation 

vectert (duCI]»dvC I ]) at sample points (uCI 3»vC I J), The 

values of the oorrelatlon peaks cCl] are used as weighting 

coefficients to the data points, 

VII,A,4 PHOTOMETRIC REGISTRATION 

This block Imolemants the photometric registration 

technlauts described In Chapter V, It computes the 

registration parameters which minimize the photometric 

misregistration between the geometrically aligned Images, 

VII,A.S OIFFERENCER 

The OIFFERENCER Implements the pIxe I-by-pIxeI 

differencing described In section VI.A, The dlfferencer 

uses the photometric registration model generated by the 

technloues of Chapter V to compute the difference picture 

defined by equation (6,1b), 

vn,A,6 DIFFERENCE ANALYSIS 

Th|a b|ock performs the difference analysis techniques 

described in Chapter VI, and Is shown |n more detail fn 

f igure 7-4, 
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VI I,B IMAGE DISPLAY 

Images which are generatsd by any of the Image 

generating technlaues of this dissertation can be displayed 

by either of two Image dlsojay devices, Both of these 

hardware devices a^e controlled by programs which Input 

pictures from the disk flje systemi and output the pictures 

on a selected area of the Image generation surface» which In 

each case consists of a cathode ray tube, 

VII,B,l HIGH RESOLUTION VIDEO SYNTHES J zf LR 

The high resolution video synthesjzor consists of a 

collection of digital and analog circuitry to control the 

position and Intensity of the beam of a Tektronix model 611 

storage oscMioscPpa which Is used In non-storage mode, 

This synthesizer generates grey level Pictures one line at a 

11 me as foil ows! 

A,  The 611 oscilloscope beam Is  positioned  at  the  (x,y) 

coordinates of first point on the l|ne. 

B, The 611 oscilloscope beam Is turned on  for  a  duration 

proportional to the Intensity value for this point, 

C, The beam Is deflected to the right one sample  position, 

and  control  Is returned to step B If there are still 

points to dlsolay on thjs ||ne, 

D, When the line Is finished control returns to step A, 
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The hardware for the high rasolutlon video synthesizer 

Is theoretically capable of 4096- by 4fc3V6-Do|nt spatial 

resolution with 512 levels of flrey, The system Is currently 

limited by the capabilities of tho 611 oscilloscope, which 

limits the effective resolution to approximately 700 by 7e0 

points« with approximately 64 resolvable levels of grey. 

The amount of time required to display a picture 

depends on both the size of the Picture and Its content, 

Brlflht points require that the beam be turned on longer than 

dark points, Typically» a picture requires 25 microseconds 

per point, This means that a 200 by 200 picture would be 

generated In one second, In order to view pictures which 

are generated so slow|y, a photograph must be taken, A 

Polaroid camera Is used for this purpose. 

VII,B,2 RtAL TIME VIDEO SYNTHESIZER 

The rea|-t|me video synthesizer consists of a different 

eollectlon of digital and analog circuitry which generates a 

television plcturei using as Input 8 channels from a 10 MHz 

digital disk (Data Disk), These 8 digital channels contain 

the bits of the binary coded sample values, which, when used 

as Inputs to a digital to analog converter, generate one of 

256 analog voltages, 

The picture consists of 480 scan lines  of  i>12  points 
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D«r lln«, with 256 levels of gr«y (iporoxImately 128 usable 

levels). This picture can be ejthep viewed directly or 

ohotographed, 

VII.C EXECUTION TIMES 

Thle section describes the CPU time required for some 

of the Important and time-consuming parts of the system (CPU 

time refers to actual orocessor time, rather than elapsed 

time), These times are averages over several passes through 

the system» and are only app'oxlmatei 

The CPU times to generate the 201(3x200 pixel pictures 

shown In thjs dissertation are as follows« 

0£Q8£IID 

AVGNIN 

PROJECTOR 

MATCH 

POLYFIT 

ceu tioi 

10 sec, 

60 sec. 

^5 sec, 

220 sec. 

4 sec 

6Q0080t8 

for 16 correlation windows 

for 81 correlation windows 

for 1st order 

There are the on|y programs whose execution times have 

been measured, None of the other orograms require times 

comparable to elthep PROJECTOR or MATCH, 
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CHAPTER VIII 

CONCLUSION 

TMs f I ^a 1 Chaoter describes what has been accomplished 

towards solving tne Mariner '71 Variable Features Problem, 

how this contributes to the general science of Image 

processing, and o|ans for future refinements and 

applications of these technlquesi 

VI II .A ACCOMPLISHMENTS 

The primary goal of this research was the development 

of Image processing techniques to compare pictures of Mars 

whlcH were taken frpm space under different conditions of 

viewing and Illumination. The solution was to normalize the 

pictures to the same projection using geometric and 

photometric models for the camera and the scene, Geometric 

and photometric registration techniques were developed to 

remove the effects of errors |n these models. 
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Aft«r pictures havt bi«n normalized and registered, 

they ara analyzed for dlH«renc«s, Most of the dlffarrnces 

which have baan found between tha Mariner 6 and 1 pictures 

are due to noise |n tha cameras, Some noise reduction and 

difference analysis techniques have been developed to aid 

tha analysis of the difference pictures, 

Tha examples presented In this paper show the detection 

of a real difference, due to a ojoud on Mars, The system 

has been tested with other Mariner 6 and 7 pictures» which 

have not displayed such dramatic and recognizable 

d I fferenoes, 

The Jet Propulsion Laboratory devised a test of the 

capabilities of People and computers to detect variable 

features, JPL Introduced artificial differences of 5X In 

reflectance Into a Mariner 6 picture. This modified picture 

was than geometrically distorted to what JPL claimed was a 

different perspective view of Mars, The test was to see If 

people (or computers) could determine the differences 

between the original picture and the moalfledr distorted 

p I oture, 

The result was that people ware unable to see the 

differences» but the system described In this dissertation 

was able find most of the differences, The only differences 

that  «ere  difficult  to  detect occurad because  the JPL 
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distorted picture wgs not a true perspective view of the 

planet» and» after geometric normalization and registration, 

some high order resjdual distortions remained, 

No systematic difference analysis of the Mariner 6 and 

7 pictures has been attempted yet, However, this analysis 

Is planned, to test the Mars global model wnlch Is described 

In section VI I I ,C. 

VI I I .0 CONTRIBUTIONS 

The major contributions of this research to the science 

of picture processing are summarized as follows! 

1) Accurate  geometric   registration  based  on  cross 

correlation: Although cross correlation has been used 

In character recognition and scene congruence 

<Flsch|er [1971])» apparently no one has derived a 

model for the misregistration between two pictures and 

used this model to produce two pictures which are In 

geometr I c all gnment, 

2) Photometric normalization using the  M|nnaert  scattering 

mode I , 

3) Development of a system which combines a large variety of 

Irrage processing techniques! Some of the technloues 

described In this paper have been used elsewhere» but 

have  never  been  combined In a coherent system which 
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•otually works with  r«tl  (r«th«r  than synthetic) 

Dlotur*Si 

4) Tht developrntnt of «n Image ofooesslng system for 

Interaction with a pjanetary exploration mission: 

Although th« system has not actually been tested In 

Its Intended application* |t should satisfy most of 

the needs of variable features detection, The ability 

to rapidly detect changes on Mars provides the ability 

to Inovease the scientific return from the mission, 

VIII.C FUTURE PLANS 

Further research Is planned to refine the techniques In 

this paper» to apoly these teohniaues to new Image 

orocesslng problems, and to develop new capabilities for the 

Mar|ner '71 Mission, 

REFINEMtNTSl 

Several Improvements In the correlation maximization 

search technique are Planned which will use Information 

about the s|gna |-to-noI so ratjos and autocorrelation 

functions of the p ctures to adjust various search 

paraireters. 

The higher order Photometric misregistration modej of 

equation (5,12) will be Implemented, Tnls model shoulo help 

to refine  the  parameter  (k  |n  equation  (4,1))  of  the 
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Mlnnaert function, 

Son-e new picture difference ooerators are planned which 

would rrlnlmlze the effects of one plx«| misregistration», 

This technlaue finds the difference between I point In 

picture A and a point In picture Ü which Is closest In 

Intensity value and a neighbor, An attempt win be made to 

Introduce aymmetry Into this oDeratc, 

Tests of  "slgnl fIcane«"  of  differences need  to  be 

developed,   Presumably,  these  tests  woujd be based on a 

noise model for the camerai and somo knowledge of the  types 

of olfferences to expect, 

OTHER APPLICATIONS: 

Research Is planned which would use the cross 

correlation registration technique to match areas of two 

parallax views of a scene, Using a set of match points, a 

depth model for the scene will be derived, 

NEW CAPABILITIES FOR THE MARINER 1971 MISSION! 

Additional caoablMtles are required for the Mariner 

'71 Mission, To detect variations on Mars which occur over 

long periods of time, It Is necessary to maintain a 

"library" of previous plcturesi New pictures would be 

oompareo with previous pictures of the same area on the 

surface, 
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iach picture contains approximately 5 million bits of 

datai which can f comprassad by 311 using Huffman codad 

pjxal differancas, At |attt 1000 Pictures with controlled 

sun and view angles are to be orooessed for differences. 

With the data compression, this amounts to 1.7 billion bits, 

which is about three tlmas the storage capacity of our 

present disk file systami This quantity of data obviously 

will reaulr* a carefully designed data management and 

retrieval system, 

A data structure Is planned which will be organized by 

area on the surface and by urlginal picture, 

The surface of Mars will be divided Into convenient 

areas* probably 10 degrees latitude by 10 degrees longitude, 

For each area a list will be maintained (on the disk file) 

of the following Information» 

1) A list of all pictures which cover this area, 

2) A reference image for tnIs area.  This  image  represents 

this area to the best of our knowledge. The reference 

Itraga Is probably created by averaging pictures which 

do not demonstrate significant differences In this 

araa. An Image whieh shows the Pixel by pixel 

variances of these o'ctures should probably be 

associated with the reference Image, 

3) Control points,  Control points are  features,  such  as 
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craters, whose positions are accurately known, These 

Dolnts are useful for registering Images to fixed 

surface coord | rvites, For each control point, the data 

structure should Include Its planet coordinates, and a 

srrall Image of the control oolnt for use by the 

correlation Procedure, 

4) A Met of any significant differences seen In this area. 

For each such difference there might be a difference 

Iirage. a contour map. a b|ob outline, or some other 

representation of the difference. The actual 

difference Information need not be currently stored on 

the disk file system, but Information must be present 

to retrieve It from magnetic tape, 

For each picture the following list w||| be malntalnedJ 

1) Picture Identification (e.g.  7F75), 

2) Calibration  data,   I.e.   spacecraft  position  and 

orientation, and sun angle, 

3) List of surface areas covered by this picture, 

4) Location In the magnetic tape library of: 

a) Original version of the picture, 

b) Locally processed version of the original, 

c) A list of all other Images which were derived  from 

this picture, and the necessary retrieval data, 
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VIII.Ü PHILOSOPHICAL REMARKS 

Soir« g«n»rai rcmtrKi about th« Imagt orocasslno 

Dhllosophy tr« an approprlBt« conclusion to this 

dlistrtttIon. Thors are many difficult propitms In this 

fjsldi which can b» made elthor harder or easlor depending 

on the noproaoh taken to solve them, Whl|e It Is recognized 

tha models for the camera and scene are Important, one 

cannot depend totally upon accurate calibration of these 

models to eliminate tn» registration problems, whether the 

wcrKIng environment Is the surface of Mars, the surface of a 

f let tab lei or a highway. 

It Is Important that techniques be developed which are 

sufficiently general that they can be applied to 

unanticipated environments, It Is believed that most of the 

techniques In this Paper pen satisfy this requirement by 

suitably changing the various models. 

The unmanned space exploration programs should provide 

excellent application areas for computer Image processing» 

since, as the spacscraft probe deeper Into space, the needs 

for onboard Image Processing will Increase, 

A|| exploration of the surface of other planets w|th|n 

the foreseeable future must be done by unmanned landing 

vehicles. Any Intelligent exploration of other planets will 

require tome level of onboard Image orrcesslng capability In 
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ord«r th»t the vehicle cen navigate and  Interact vith  Its 

•nvl ronirent, 

It Is hoped that the results of this and other research 

In the application of computers will be used by man to 

better understand the universe around h|m, and to free man 

froir the trivia of dally !!'•» rather than to provide men 

the tool to enslave others. 
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APPENDIX A, 

DERIVATION OF MATRIX R 

Th|f appendix gives the derivation of the matrix R of 

eauatlon (2,4), given calibration data which describe the 

position and orientation of tho camerai 

The rotation matrix R is derived in several steps from 

the geometric calibration data, The f|rst step derives a 

rotation matrix R0 which rotato» the principal ray Pp of the 

camerai given in scene coordlnat«8i into point (0,0,w) which 

Is assuired to be the center of the image plane, given In 

camera coordlnatesi 

(0.0» | IPpi I)' « RKPoJ (A.D 

This rotation matrix Is easily oonatruoted by first rotating 

Pp In the x-y plane by matrix Rl Into (x'^.z)', and then 

rotating (x',0,z)' jn the x-z plane by matrix R2 Into 

(0,0^')',  The matrices R0, Rl, and R2 are defined: 

x/k y/k  0 
Rl *  -y/k x/k  0 

0  0  1 
(A.2) 
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wher« k«8qrt{x»2*y»2), 

R2 s 
i/h  0  -k/h 
0   10 

k/h  0   z/h 
(A(3) 

whsri h = sqrt{k»2*zr2) « SQPt(x»2+y'2*2t2). 

Than we define R0 « 91»R2, R0 Is not unlquei since a 

rotation »pound the orlncloai ray Is still possible, This 

amblflulty Is solved bv soeelfylng the direction of one other 

vector In both scene and Image coordinates, Given vector V 

In the scene and the angle « between the u-axls and the 

orojectlon of V on the Image plane the rotation matrix R3 Is 

defInedi 

R0m s (x»y»z>. (A,4) 

If the direction of V In the Image plane Is P, then cos<l) s 

«/||x»y||i and sln(l3) ■ y/l|x,y||. To orient the vector 

R0(V) In the direction «• It |s sufficient to rotate RÜKV) 

by an angle of «-0,  Rotaxicn matrix RJ Is then deflnedi 

R3 s 
cost0"!3' 
•slnt«-'3) 

0 

sln(«-l3)  0 
cos(a-l3)   0 

0      1 
(A,5) 

Finally» the matrices R4 and R are defined! 

R4 = R3 • R0 

R s lnv(R4) 

(A,6) 

(A,7) 

For   Mariner   6   and   7   dctures  of   Mars»   the   camera  position   |s 
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dtrlvtd from th« latltud* »nd longltud« of the 

sub-spactcraft point on tho »urftoo, and the altitude of the 

■pacoorafti Tha orientation of the camera Is determined 

from the latitude and longitude of point Pp» the 

Intersection of the principal optic ray with the surface» 

and the angle In the Image plane between the u-axls and a 

north-oo Int|ng tangent vector at point Pp projected on the 

Image Plane,  If Pp is given In spherical coordinates asi 

Pp 5 r ♦ ( cos(long)*oos(lat) 
iS|n(long)«eos(lat) 
,s|n(lat))' 

(A,8) 

where lat Is latitude» long Is longitude» and r Is th« 

radius of the sphere (Mtrs). then the north-oolntIng tangent 

vector to the sphere at this point |si 

V s ( «cost|ong)*8|n:let) 
»-s|n(|ong)«8|Mlat) 
,cos(lat))' 

(A(9) 
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APPENDIX B 

THE EFFECTS OF NON-TRANSLATIOKAL 

GEOMETRIC DISTORTIONS ON CORRELATION 

This «0D«ndIx «ntlyze« ".h« tf^cts of non-trtns |at | ont I 

oeo(r.«tr|e distortions bstwssn the windows of two |m»gss on 

ths valus of ths correlstjon function, An uootr limit on 

th« slzs of ths coprelstlon window Is derived as s function 

of the irsgnltudss of the higher order errors and ths spstlsl 

fresuency Information In the windows, It Is shown that the 

•ffscts of non-translat|onal geometric distortion will be 

lass If the Images contain primarily low spatial freauenclss 

rather than hlflh sPat|a| frequenelesi 

A,l ROTATION AND SCALE CHANCE 

Rotation and scale factor errors betwesn correlation 

windows can be modeled with a first order mlsallonment 

model > 

y' o a»u ♦ b«v *  c     ■  Su • (u*co8(«) ♦ v*sln{«))  ^.la) 

v' * d»u ♦ e«  * f  s  Sv • (v»co8(3> - u»sln(l3))  (B.lb) 
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wher« 

« s arct«n(b/a) (y,2a) 

t3 s arctantd/e) (ü,2b) 

Su s snPt(a»2*bt2) (B,2c) 

Sv = SQrt(d»2*et2) (B^d) 

Presumablyi the rotation angles « and 13 are  small  and  the 

scale factors Su and Sv are apppox Imat«Iy unity, 

The analysis of the alignment errors between points In 

two windows whose centers are Properly aligned (l,e, cafa^j 

will be presented for the special ease ofs 

S = Su « Sv  anc4  « = 0 

I Iu'-u»v'-v|112 

= (u»(S»cos{«)-l) ♦ v*S*sln<«))»2 (B,3a) 

+ ( v#(S»cos(oi)-l) - u#S»sln(«)) »2 

s llu.v||»2 ♦ C (1-S)t2 ♦ 2»S*(l-oos(a)) ]   (B.3b) 

Hence   we   have  a   linear   model»    l,e, 

llu'-u»v'-v||   =   Q{o,S)   *   Muivlj (B,4) 

»(«,1)   =   2»5in(«/2) (B.5a) 

Q(0,S>   s   |   1-S   j (B.Sb) 

If the centers of two correlation windows are properly 

aligned. then the misalignment error due to rotation and 

scale change at a point n pixels from the center is Q»n, 
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Thus far w« hay« only •stlmattd the magnitude o'  the 

error  In  the position of corresponding pixels based on our 

knowledge of the distortion process,  We now want  to  know 

the  effect  of  th|s  mIs«I Ignment  on the  value  of  the 

cor re jatI on functI on. 

Flsohler assumes (Tischler [1971;]) that adjacent Pixels 

are statistically In^toendent, so that there Is no 

oontrlbutlon to the product term E(X»Y) by multiplying 

pixels which do not geometrically match, Fltchler then 

derives limits on the size of the correlation window as a 

function of the rotation and scale change, His derivation 

Is reinterpreted as follows« 

Assume that we have two arrays of pixels XCI»JD and 

YCliJ] which are geometrically |n alignment, Suppose that 

we have a geometric distortion of the coordinate system such 

that a new array of pixels 2 Is createdi where each pixel 

2Ci*J3 Is derived by bilinear Interpolation (the same 

derivation holds for higher order Interpolation and weighted 

averages In general) from a point at (Uiv) In array Y, 

Let ksCuD. l«Cv3l then 

ZCI.J3 ■ a«YCk,|3 + b«YCk*l,|3 ♦ c»YCK,|+n ♦ d«YCk+l»I*13(B,6) 

where a,b,c» and d  satisfy  the  conditions of  equations 

(4,5a-f), 
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Let us assume for slmollclty (w|th no real loss of 

qenerallty) that the Images have baen normalized to zero 

mean intensity values, r|«oh|ap's assumption of 

Indeoenaence than Implies that If |u-l|>l or |v-j|>i then 

2Cl»JJ was derived from 4 points of Y which ape Independent 

of YCl.j] and xci,j]. Hence, such points contribute 

E(X)»Em«0 to the sum of the XC I, j3»YC I, J] In equation 

(3,5), 

If lu-l|<1 and jv-J|<i then 

surr XCI, j3*2CI,J3 = sum aC I, J]«XC I, J3»YC| ♦ J]        (ö.7a) 
• • J I, J 

♦ (l-aC|,J])»XCI,J]»(3 Independent points of Y) 

s sum aCI,J3«XCIlJ3*Y[|,j], (B.7b) 

and   there   exists  an  A   such   that  0<A<1   and 

sum  XCI,J]*2Chj3   =   sum   (aC I« J3»XC I > J3»YC|, J3) (B,8a) 
I'J I»J 

s   A   •   sum   (XC|,J3*YCIIJ3) (0,8b) 
I.J 

E(X#2)   8   A«E(X»Y), ^,i9) 

Therefore the on|y effect of the distorted coordinate 

system Is to attenuate the fc.(X«Y) tepm which attenuates the 

value of the correlation function, Of course, the value of 

A oeoerds on the magnitude of the geometric distortion 

errors of eguatI on (8,3), 

115 



■  . - ..  • .. ... 

■ . ■ 

A limit on th« size of the oorr«l«t|on window Is 

derived from equation (B.4) by limiting the maximum error to 

one o I xe I i 

n » I |u»v|| 

s | |u'-u»v'-w|I / Q(«iS) 

(b,l0a) 

(B(10b) 

For Mariner 6 and 7 pictures, the maximum combined 

rotation errors between two Images are about 2 degrees and 

the scale changes ar« less than about 2X,  Therefore, 

n»2 < l/(,02t2 ♦ 2*(l,02)»(l-co3l2))) 

or n < 25 

(8,11) 

Flschler's Independence assumption essentially says 

that the autocorrelation functions for X and Y are one at 

usB and vca and zero elsewhere, We know that reasonable 

pictures do not have such autocorrelation surfaces, In 

particular, the autocorrelation surfaces have central peaks 

whose width depends on the low frequency power of the power 

spectra of the Images, Consequently, knowing the 

autocorrelation function tells how large the errors In the 

«llgnment of two Images can be before the cross correlation 

Is adversely changed. If one has a choice of which areas In 

the two images to a|Ign, then the areas can be chosen on the 

basis of having broadly peaked autocorrelation functions. 
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